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Beyond linear boundaries

Weeks 1-2: More features & regularization




Beyond linear boundaries

 Week 3: Kernel Trick - SVM approach

Kernel: K(X, X,) — <¢(X)7 ¢(X/)>

N
Classifier:  f(X) = Z o'y K(x',x) + b

1=1




Beyond linear boundaries

 Week 4: Weak Learners & Ensembling: Adaboost approach

F(z) = ayfi(z) + asfo(z) + azfz(z) + ...
I 1
Strong Weak classifier
classifier Weight

Feature vector




Beyond linear boundaries

« Week 6: Weak Learners & Ensemblina: Adaboost approach




Decision Trees/Forests

Extremely flexible classifiers (power of composition)

Low-cost (simple comparisons, no kernel evaluations)

But: learned greedily

Once root has been found, there’s no turning back

Can we optimize a composition of functions?




Building A Complicated Function

Given a library of simple functions

Idea 1: Linear Combinations

Compose into a .
« Boosting

. .+ Kernels
complicated function

flr) = Z o;gi(x)




Building A Complicated Function

Given a library of simple functions

ldea 2: Compositions

Compose into a o
* Decision Trees

, . * Grammar models
complicated function

« Deep Learning

f(x) = g1(ga(. . (gn(2)...))




Building A Complicated Function

Given a library of simple functions

ldea 2: Compositions

Compose into a o
* Decision Trees

, . * Grammar models
complicated function

» Deep Learning




Trends, 2004-now (Google trends)

Google Trends  Compare Sign in

support vector ma... adaboost random forest

Search term Search term Search term + Add comparison

Worldwide + 2004 - present ¥ All categories ~ Web Search ¥

Interest over time @

Average 1 Jan 2004 1 Jun 2008 1 Nov 2012




Trends, 2004-now (Google trends)

support vector ma ... ® adaboost random forest ® deep learning
Search term Search term Search term Search term

Worldwide ~ 2004 - present ¥ All categories Web Search ¥

Interest over time @

Average 1 Jun 2008




Trends, 2004-now (Google trends)

= GoogleTrends  Compare

artificial intelligence ® deep learning neural network
Search term Search term Search term

Worldwide 2004 - present ¥ All categories Web Search +

+ Add comparison

Interest over time @

Average 1 JanVQ(J(M 1 Jun 2008

Useful to keep in mind:
deep learning = neural networks




Trends, 2014-now (Google trends)

Google Trends  Compare

® artificial intelligence ® deep learning “ neural network ® data science
Search term Search term Search term Search term

Worldwide ¥ 2004 - present ¥ All categories Web Search v

® big data
Search term

Interest over time @

Average

Useful to keep in mind:
deep learning = neural networks (+ big data)




Trends, 2014-now (Google trends)

®

® artificial intelligence ® deep learning gpu ® data science
Search term Search term Search term Search term

Worldwide + 2004 - present ¥ All categories Web Search ¥

® big data

Search term

Interest over time @

Useful to keep in mind:

deep learning = neural networks (+ big data + GPUs)




‘Neuron’: basic building block

Analogy with the brain
Diagram of the visual system

Hierarchical organization of the cortex

Motor.command

Categorical judgments, ~ ¥
decision making Simple visual forms

120-160 m edi?“me's
100-130 ms | ‘ ; .
PF L 40-60 ms
"\-, ¥
G 60 ‘

High level object
descriptions,
faces, objects

To spinal cord
< Tofingermuscle « _—160-220ms
180-260 ms

Felleman and Van Essen, 1991

Building blocks: neurons

A Motor Neuron
e dendrites | |nput

0\% cell body ot

axon

_._m S
axon endings ——<—
Output Zone A

© YEU Wadveor P Pitinteg Compary TP




‘Neuron’: cascade of linear and nonlinear function

0 wy

*® synapse
axon from a neuron

cell body f (zwm +b)

output axon

activation
function

Sigmoidal (“logistic”) Rectified Linear Unit (RELU)

- exlp = g(a) = max(0, a)

Vo

g(a)




Activation functions

Step (“perceptron”) ( 0O a<0O
1 a>0

\

Sigmoidal (“logistic”) 1

g(a)

Rt exp(—a)

Hyperbolic tangent
exp(a) — exp(—a)
exp(a) + exp(—a)
Rectified Linear Unit (RELU)

g(a) = max(0, a)




Beyond linear boundaries

© Today: ‘deep learning’ (a.k.a. neural network) approach

7

1 layer of @

trainable é
weights @

_

separating hyperplane




Beyond linear boundaries

© Today: ‘deep learning’ (a.k.a. neural network) approach

2 layers of
trainable
weights




Beyond linear boundaries

.%




Perceptron, ‘60s

Toy ]
output units

e.g. class
labels

non-adaptive
hand-coded
features

Fixed
mapping input units
e.g. pixels

One of the first data-driven models in Al
Slide credits: G. Hinton



Multi-Layer Perceptrons (~1985)
Ui =g ( Z Wk ;g ( Z Wiy, | U, +bk) ‘|‘bi)

keN (i) meN (k)

outputs

E hidde n
laYers

input vector

Slide credits: G. Hinton



Expressiveness of perceptrons

Perceptron output

Single layer perceptron:
Linear classifier

Two opposite “soft threshold’ functions: a ridge

Two ridges: a bump




A network for a single bump

Any function: sum of bumps




Linearization: may need higher dimensions

http://colah.github.io/posts/2014-03-NN-Manifolds-Topology/




Multi-Layer Perceptrons (~1985)
Ui =g ( Z Wk ;g ( Z Wiy, | U, +bk) ‘|‘bi)

keN (i) meN (k)

outputs

; layers

input vector

Slide credits: G. Hinton



Multiple output units: One-vs-all.

A AL
\RSS7
X RAN
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gl
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N
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0
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Want he(z) = {

|

when pedestrian when car

Slide credits: A. NG
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when motorcycle
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Hidden Layers: what do they do?

Intuition: learn “dictionary” for objects

“Distributed representation”:
represent (and classify) object classifier by
mixing & mashing reusable parts

[0010000100110010...]truckfeature

I
Ranzaton




Reminder (W4): multiple classes & logistic regression

Soft maximum (softmax) of competing classes:

Discriminants (inputs) Softmax (outputs)




Parameter estimation, multi-class case

One-hot label encoding: y' = (0,0,1,0)

Likelihood of training sample: (y , X )
C

P(y'lx";w) = HH ge(x, W)) e

=1 c=1

Optimization criterion:
N C

7Y " yilog (ge(x, W)
c=1

w
1

1=

Parameter estimation: Gradient of L with respect to W




Gradient-based minimization

N
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Fact: gradient at any point gives direction of fastest increase




Gradient-based minimization
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Fact: gradient at any point gives direction of fastest increase
|ldea: start at a point and move in the direction opposite to the gradient

Initialize: X
Update: X;11 = X; — Cva(X@')




Gradient descent minimization method

Initialize: X
Update: X;11 = X; — OéVf(Xz’)

We can always make it converge for a convex function

f(z)

f(z2)

tf(z1) + (1 —t) f(z2)
ftzy + (1 —t)z2)

f(z1)

try +(1—t)zz T2




Problems: multiple local minima

Geometrical view of the error function E(w) as E(w)
a surface sitting over weight space. Point w4 is
a local minimum and wp is the global minimum.
At any point w¢, the local gradient of the error
surface is given by the vector VE.




Problems: multiple local minima

Different initializations can lead to different solutions
-Empirically all are almost equally good
-Empirically all are better than flat counterparts

On to the gradients!




Back-propagation algorithm




Chain rule
2w i (
y is affected by x through intermediate quantity, u:
u=g(z) y=f(u)
cacuns: (f(g(x))) = f'(9(x))g' (x)

Rewrite:

@_ dy du
dr  du dx




Chain rule of differentiation— multiple variables

X(t),y(t) coordinates: given by GPS
z=f(x,y) given by map
Q: what is your speed in the vertical direction?

-
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District

https://www.math.hmc.edu/calculus/tutorials/multichainrule/




Chain rule of differentiation— multiple variables
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Chain rule of differentiation— multiple variables

Let x = z(t) and y = y(t) be differentiable at ¢ and suppose that z = f(z,y)
is differentiable at (x(t),y(¢)). Then z = f(x(t),y(¢)) is differentiable at ¢t and

dz 8zdm+(‘9zdy
dt Oxdt Oydt

X(t),y(t) coordinates: given by GPS
z=f(x,y) given by map
Q: what is your speed in the vertical direction?

-

SCOTLAND J ENGLAND

Chollerford Heddon-on
-the-Wall

North Pennines
Lake
District

https://www.math.hmc.edu/calculus/tutorials/multichainrule/




Chain rule of differentiation— multiple variables

Let x = z(t) and y = y(t) be differentiable at ¢ and suppose that z = f(z,y)
is differentiable at (x(t),y(¢)). Then z = f(x(t),y(¢)) is differentiable at ¢t and

dz 8zdx+8zdy
dt Oxdt Oydt

Let z = 2%y — y? where x = t? and y = 2t. Then
dz 0z dx N 0z dy
dt Ox dt Oy dt
(2y)(2t) + (2° — 2y)(2)
(2t% - 2t)(2t) + ((¢7)° —2(2¢)) (2) dx
8tt + 2t* — 8t it
10t* — 8t.

https://www.math.hmc.edu/calculus/tutorials/multichainrule/




Chain rule of derivative — multiple variables

Let x = x(u,v) and y = y(u,v) have first-order partial derivatives at
the point (u,v) and suppose that z = f(x,y) is differentiable at the point
(x(u,v),y(u,v)). Then f(x(u,v),y(u,v)) has first-order partial derivatives at
(u,v) given by

0: _ 0z0r
ou Oox Ou
0z 0z Ox
— — +
ov ox Ov

https://www.math.hmc.edu/calculus/tutorials/multichainrule/




Multi-Layer Perceptrons

Ui =g ( Z Wk ;g ( Z Wiy, | U, +bk) ‘|‘bi)

keN (i) meN (k)

outputs

5 Biddon
layers

input vector

Slide credits: G. Hinton



Multi-Layer Perceptrons (~1985)

Compare outputs

with correct answer

to get error signal

Back-propagate
error signal to get -
derivatives for
learning

Slide credits: G. Hinton




Chain Rule

"

dL dL

‘d_i-d_L

Given y(x) and dL/dy, dlL  dL dy
What is dL/dx ? Cdx dy.dx




‘another brick in the wall’

n__»

dL dL

fi_i-d_i

Given y(x) and dL/dy, dlL  dL dy
What is dL/dx ? - EZ dy.dx




A neural network for multi-way classification
V, g W h

Hidden layer




A neural network in forward mode:

Hidden layer




A neural network in forward mode: pp
1

Hidden layer




A neural network in forward mode: pp

Hidden layer




A neural network in forward mode: pp
exp(by)

Hidden layer




Training objective, multi-class classification

One-hot label encoding: y' = (0,0,1,0)

Likelihood of training sample: y , X )

C
P(y'|x";w) = H (9c(x, W)) e
c=1

Optimization criterion:
N C
> ;L: log (gc (Xa W))

4
1=1 c=1

Parameter estimation: Gradient of L with respect to W




Objective for multi-class classification

y
C 0
1

| 0

Ground
truth




Objective for multi-class classification

y
C 0
1

| 0

Ground
truth

Outputs




Derivative of loss w.r.t. top-layer neurons

y
C 0
1

| 0

Ground
truth




A neural network in backward mode: 44

y
C 0
1

| 0

Ground
truth




Softmax in forward mode: all for one

exp(be)




Softmax in backward mode: one from all

exp(be)

Zgzl exp(bL.)




A neural network in backward mode: 44
exp(by)

Thi
Is we want 21 This we compute

Je obl = 24 oglbn. |~ Yk T Yk




In backward mode?

Z oL| 07,
8y 8bk
dexp(b.)
Oby,

S exp(by)

_ lc = k| exp(bg) c exp(by)

Zc/ eXp(b,c) 25:1 eXp(bc/) Zgzl eXp(bc’)

¢ = klyk — Gcr = (lc = k] — 9c)0r
C

— k]@k — gcgk): — Yk — Z(_yc)gk — ?gk

c=1

— Yk




A neural network in backward mode: 44




A neural network in backward mode: 44
exp(by)

Thi
Is we want e This we computed

Je obl = 24 oglbn. |~ Yk T Yk




A neural network in backward mode: 44
Hidden layer




A neural network in backward mode: 44
Hidden layer




Linear layer in forward mode: all for one




Linear layer in backward mode: one from all

H

E <hWh . m

h=1

— oL
<« o,

—OL Ob.
8[)6 8zh_

c=1 c=1




Linear layer parameters in backward: 1-to-1

H

§ <hWh . m

h=1

+ oL




A neural network in backward mode: 44
Hidden layer

his we ha““i'his we computed

) il iz g
K o _abmf




A neural network in backward mode: 44
Hidden layer

his we ha““i'his we computed

ol 1\0b,,, ol
— —w-m




A neural network in backward mode: 44
Hidden layer




A neural network in backward mode: 44
Hidden layer




Chain Rule

"

dL dL

‘d_i-d_L

Given y(x) and dL/dy, dlL  dL dy
What is dL/dx ? Cdx dy.dx




‘another brick in the wall’

n__»

dL dL

fi_i-d_i

Given y(x) and dL/dy, dlL  dL dy
What is dL/dx ? - EZ dy.dx




