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Tutorial Outline

◼ 1. Multimodal Signal Processing, A-V Perception and 

Fusion, P. Maragos

◼ 2a. A-V HRI: General Methodology, P. Maragos

◼ 2b. A-V HRI in Assistive Robotics, A. Zlatintsi

◼ 3. A-V Child-Robot Interaction, P. Maragos

◼ 4. Multimodal Saliency and Video Summarization,

A. Zlatintsi

◼ 5. Audio-Gestural Music Synthesis, A. Zlatintsi



3Interspeech 2018 Tutorial: Multimodal Speech & Audio Processing in Audio-Visual Human-Robot Interaction 

Part 1: Multimodal Signal Processing, 

Audio-Visual Perception and Fusion

Multimodal confusability graph

visual-only 

saliency map

audio-visual saliency 

map

happiness

anger

sadness

neutral

Emotion-Expressive A-V 
Speech Synthesis
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Multimodal  HRI: Applications and Challenges

education, 

entertainment

assistive robotics 

◼ Challenges

❑ Speech: distance from microphones, noisy acoustic scenes, variabilities 

❑ Visual recognition: noisy backgrounds, motion, variabilities

❑ Multimodal fusion: incorporation of multiple sensors, integration issues

❑ Elderly users
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Part 2: A-V HRI in Assistive Robotics

MEMS

linear array

Kinect RGB-D

camera

MOBOT robotic platform

Audio-Gestural

Commands

dense trajectories of 

visual motion

…
ch-M

ch-1

I-Support robotic bath
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Part 3: A-V Child-Robot Interaction

S1

S2

S3
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Part 4: Multimodal Saliency &Video Summarization

COGNIMUSE: Multimodal Signal and Event Processing In Perception and Cognition

website: http://cognimuse.cs.ntua.gr/

http://cognimuse.cs.ntua.gr/
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Part 5: Audio-Gestural Music Synthesis
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Part 1:  Outline

◼A-V Perception

◼ Bayesian Formulation of Perception & Fusion Models

◼Application: Audio-Visual Speech Recognition

◼Application: Emotion-Expressive Audio-Visual  Speech 

Synthesis 
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Audio-Visual  Perception 

and Fusion  

Perception: the sensory-based inference about the world state
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Human versus Computer Multimodal Processing 

◼ Nature is abundant with multimodal stimuli. 

◼ Digital technology creates a rapid explosion of multimedia data. 

◼ Humans perceive world multimodally in a seemingly effortless 

way, although the brain dedicates vast resources to these tasks. 

◼ Computer techniques still lag humans in understanding complex 

multisensory scenes and performing high-level cognitive tasks.  

Limitations:  inborn (e.g. data complexity, voluminous, 

multimodality, multiple temporal rates, asynchrony), inadequate 

approaches (e.g. monomodal-biased), non-optimal fusion. 

◼ Research Goal: develop truly multimodal approaches that 

integrate several modalities toward improving robustness and  

performance for anthropo-centric multimedia understanding.
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Multicue or Multimodal Perception Research
◼ McGurk effect: Hearing Lips and Seeing Voices [McGurk & MacDonald 1976]

◼ Modeling Depth Cue Combination using Modified Weak Fusion  [Landy et al. 1995]

❑ scene depth reconstruction from multiple cues:  motion, stereo, texture and shading.

◼ Intramodal Versus Intermodal Fusion of Sensory Information [Hillis et al. 2002]

❑ shape surface perception: intramodal (stereopsis & texture), intermodal (vision & haptics)

◼ Integration of Visual and Auditory Information for Spatial Localization
❑ Ventriloquism effect 

❑ Enhance selective listening by illusory mislocation of speech sounds due to lip-reading  [Driver 1996]

❑ Visual capture  [Battaglia et al. 2003] 

❑ Unifying multisensory signals across time and space  [Wallace et al. 2004]

◼ AudioVisual Gestalts  [Monaci & Vandergheynst 2006]

❑ temporal proximity between audiovisual  events using Helmholtz principle

◼ Temporal Segmentation of Videos into Perceptual Events by Humans [Zacks et al. 2001]

❑ humans watching short videos of daily activities while acquiring brain images with fMRI 

◼ Temporal Perception of Multimodal Stimuli   [Vatakis and Spence 2006] 



14Interspeech 2018 Tutorial: Multimodal Speech & Audio Processing in Audio-Visual Human-Robot Interaction Interspeech 2018 Tutorial: Multimodal Speech & Audio Processing in Audio-Visual Human-Robot Interaction 

McGurk effect  example

◼ [ba – audio] + [ga – visual] → [da]         (fusion)

◼ [ga – audio] + [ba – visual] → [gabga, bagba, baga, gaba]          

(combination)

◼ Speech perception seems to also take into consideration the 

visual information. Audio-only theories of speech are 

inadequate to explain the above phenomena.

◼ Audiovisual presentations of speech create fusion or 

combination of modalities.

◼ One possible explanation: a human attempts to find common 

or close information in both modalities and achieve a unifying 

percept.
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Attention
◼ Feature-integration theory of attention [Treisman and Gelade, CogPsy 1980]: 

❑ “ Features are registered early, automatically, and in parallel across the visual field, while 

objects are identified separately and only at a later stage, which requires focused attention. 

❑ This theory of attention suggests that attention must be directed serially to each stimulus 

in a display whenever conjunctions of more than one separable feature are needed to 

characterize or distinguish the possible objects presented. ”

◼ Orienting of Attention [Posner, QJEP 1980]: 

❑ Focus of attention shifts to a location in order to enhance processing of relevant information 

while ignoring irrelevant sensory inputs. 

❑ Spotlight Model: focus visual attention to an area by using a cue (a briefly presented dot 

at location of target) which triggers “formation of a spotlight” and reduces  RT to identify 

target.  Cues are exogenous (low-level, outside generated) or endogenous (high-level, 

inside generated). 

❑ Overt / Covert orienting (with / without eye movements): “Covert  orientation can be 

measured with same precision as overt shifts in eye position.”

◼ Interplay between Attention and Multisensory Integration: [Talsma et al., Trends CogSci

2010]:  “Stimulus-driven, bottom- up mechanisms induced by crossmodal interactions can 

automatically capture attention towards multisensory events, particularly when competition to 

focus elsewhere is relatively low. Conversely, top-down attention can facilitate the integration 

of multisensory inputs and lead to a spread of attention across sensory modalities.”
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Perceptual Aspects of Multisensory Processing

Multisensory Integration: unisensory auditory and visual signals are combined forming a 

new, unified audiovisual percept.  

Goal:  Perceiving Synchronous and Unified Multisensory Events

Principles: Multisensory integration is governed by the following rules:

❑ Spatial rule,  

❑ Temporal rule, 

❑ Modality Appropriateness: 

• Visual dominance of spatial tasks.

• Audition is dominant for temporal tasks.

❑ Inverse  effectiveness  law: 

• In multisensory neurons, multimodal stimuli occurring in close space-time proximity 

evoke supra-additive responses. The less effective monomodal stimuli are in generating  

a neuronal response, the greater relative percentage of multisensory enhancement. 

• Is this the case for behavior? Recent experiments indicate that inverse effectiveness 

accounts for some behavioral data. 

Synchrony and Semantics are two factors that appear to favor the binding of multisensory 

stimuli, yielding a coherent unified percept. Strong binding, in turn, leads to higher stream 

asynchrony tolerance. 

[ E. Tsilionis and A. Vatakis, “Multisensory Binding: Is the contribution of synchrony and semantic congruency obligatory?”, COBS 2016.]
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Computational audiovisual saliency model

◼ Combining audio and visual saliency models by proper fusion

◼ Validated via behavioral experiments, such as pip & pop:

visual –

only 

saliency 

map

audiovisual 

saliency 

map

Target color 

change 

(flicker) 

synchronized 

with audio 

pip 

(audiovisual 

integration)

Frame1 Frame2

[ A. Tsiami, A. Katsamanis, P. Maragos and A. Vatakis, ICASSP 2016.] 
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Bayesian Formulation of  Perception

S : configuration of auditory and/or visual scene of  world

D : mono/multi-modal data or features.

P(S): Prior Distribution, P(D/S): Likelihood,  P(D): Evidence

P(S/D): Posterior conditional distribution

S → D : World-to-Signal mapping

Perception is an ill-posed inverse problem
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[ Clark & Yuille 1990 ] 

Strong Fusion: Bayesian formulation
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Weak Fusion: Bayesian formulation

For Gaussian distributions, or if the two single 

monomodal MAP estimates  are close, 

their fusion is  weighted average [Yuille & Bulthoff,1996]  
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Models for Multimodal Data Integration

Levels of  Integration:

◼ Early integration 

◼ Intermediate integration

◼ Late integration

Time dimension:

◼ Static:  CCA- Canonical Correlation Analysis: e.g. “cocktail-party effect”

Max Mutual Information

SVMs- Support Vector Machines: kernel combination

◼ Dynamic: HMMs (Hidden Markov Models)

DBNs (Dynamic Bayesian Nets)

DNNs (Deep Neural Nets)
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Multi-stream Weights for Audio-Visual Fusion

• Intermediate case between weak and strong fusion

• Select  exponents q1, q2 for aural and visual streams

• Work in the LogProb domain →Weighted Linear combination
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Multi-Stream HMM Topologies for Audio-Visual  (A-)Synchrony

Two-Stream HMMS

Phone-synchronous

State-asynchronous 

C1

X1

C2

X2

C3

X3

Υ1 Υ2 Υ3

Product-ΗΜΜs: Controlled 

synchronization freedom

Synchronous ΗΜΜs

Synchrony at each state

Parallel-ΗΜΜs for 

Sign Recognition    

[ G. Potamianos, C. Neti,  G. Gravier, A. Garg and A. Senior, “Advances in Automatic 

Recognition of AudioVisual Speech”, Proc. IEEE 2003 ] 

[  C.Vogler & D. Metaxas, CVIU 2001 ]  

[ S. Theodorakis, A. Katsamanis & P. Maragos, ICASSP 2009 ] 
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Synchronous Multi-Stream HMMs

[ Fig. Credit: G. Gravier ] 
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Asynchronous Multi-Stream HMMs

[ Fig. Credit: G. Gravier ] 
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DBNs: Coupled HMMs

[ Fig. Credit: G. Gravier ] 

[A. Nefian, L. Liang, X. Pi, X. Liu and K. Murphy, “Dynamic Bayesian Networks for Audio-Visual Speech Recognition”, EURASIP J. ASP 2002] 
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DBNs: Factorial HMMs

[ Fig. Credit: G. Gravier ] 

[A. Nefian, L. Liang, X. Pi,  X. Liu and K. Murphy, “Dynamic Bayesian Networks for Audio-Visual Speech Recognition”, EURASIP J. ASP 2002] 
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Multimodal Hypothesis Rescoring + Segmental Parallel Fusion

N-best list 
generation

audio

skeleton N-best list 
generation

handshape N-best list 
generation

multiple 
hypotheses 

list rescoring 
& resorting

best
single-stream 
hypotheses

best
multistream
hypothesis parallel 

segmental 
fusion

single-stream models

recognized 
gesture 

sequence

[V. Pitsikalis, A. Katsamanis, S. Theodorakis & P. Maragos, “Multimodal Gesture Recognition via Multiple Hypotheses Rescoring”, JMLR 2015] 
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Bayesian Co-Boosting for Multimodal Gesture Recognition 

[J. Wu and J. Cheng, “Bayesian Co-Boosting for Multi-modal Gesture Recognition”, JMLR 2014] 

Strong classifier

Weak classifiers
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Two-Stream CNN-based Fusion for Action Recognition

[C. Feichtenhofer, A. Pinz and A. Zisserman, “Convolutional two-stream network fusion for video action recognition”, CVPR 2016.]

◼ Two-Stream CNN
❑ RGB

❑ Optical Flow

◼ Fusion after conv4 layer

❑ single network tower  

◼ Fusion at two layers 

(after conv5 and after 

fc8) 

❑ both network towers are 

kept

❑ one as a hybrid 

spatiotemporal net

❑ one as a purely spatial 

network
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Audio-Visual  Speech 

Recognition 

Main reference:

◼ [G. Papandreou, A. Katsamanis, V. Pitsikalis, and P. Maragos, “Adaptive Multimodal Fusion by Uncertainty Compensation with 

Application to Audio-Visual Speech Recognition”,  IEEE Trans. Audio, Speech & Lang. Proc., 2009.]

General References:

◼ [G. Potamianos, C. Neti, G. Gravier, A. Garg and A. Senior, “Recent Advances in the Automatic Recognition of Audiovisual Speech”, 

Proc. IEEE 2003.]

◼ [P. Aleksic and A. Katsaggelos, “Audio-Visual Biometrics”, Proc. IEEE 2006.]

◼ [P. Maragos, A. Potamianos and P. Gros, Multimodal Processing and Interaction: Audio, Video, Text, Springer-Verlag, 2008.] 

◼ [D. Lahat, T. Adali and C. Jutten, “Multimodal Data Fusion: An Overview of Methods, Challenges, and Prospects”, Proc. IEEE 2015.]

◼ [A. Katsaggelos, S. Bahaadini and R. Molina, “Audiovisual Fusion: Challenges and New Approaches”, Proc. IEEE 2015.]

◼ [G. Potamianos, E. Marcheret, Y. Mroueh, V. Goel, A. Koumbaroulis, A. Vartholomaios, and S. Thermos,  “Audio and visual modality 

combination in speech processing applications”,  In S. Oviatt, B. Schuller, P. Cohen, D. Sonntag, G. Potamianos, and A. Kruger, 

eds., The Handbook of Multimodal-Multisensor Interfaces, Vol. 1: Foundations, User Modeling, and Multimodal Combinations. 

Morgan Claypool Publ., San Rafael, CA, 2017.]
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Speech: Multi-faceted phenomenon 
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Α.Μ. Bell, 1867
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Recognizing Speech from Audio and Video

◼ A fundamental phenomenon in speech perception (McGurk & 

MacDonald)

◼ Improving Automatic Speech Recognition (ASR) systems 

performance in adverse acoustical conditions:

❑Noise, Interferences

Ήχος

Εικόνα
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Audio-Visual Recovery of Vocal Tract Geometry

Acoustics

Images

Vocal tract 

Geometry

◼ Applications:

❑ Speech Mimics

❑ Articulatory ASR

❑ Speech Tutoring

❑ Phonetics
[ A. Katsamanis, G. Papandreou, and P. Maragos,  “Face Active Appearance Modeling 

and Speech Acoustic Information to Recover Articulation”,  IEEE Trans. ASLP 2009. ]
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Audio Feature Extraction

MFCCs

LSFsLPC Analysis

Symmetric/Anti

symmetric

Polynomials

Formants
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Visual Feature Extraction: 

Active Appearance Modeling of Visible Articulators

◼ Active Appearance Models for face modelling

◼ Shape & Texture related articulatory information

◼ Features: AAM Fitting (nonlinear least squares problem)

◼ Real-Time, marker-less facial visual feature extraction
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shape tracking reconstructed face

original

◼Generative models like AAM allow us to qualitatively 

evaluate the output of the visual front-end

Example: Face Analysis and Tracking Using AAM
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Measurement Noise and Adaptive Fusion

C

X

C

X

Y

Our View: We can only measure 

noise-corrupt features

Conventional View: Features 

are directly observable

( ) ( )
,

1: , , , , , , , ,
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Demo: Fusion by Uncertainty Compensation

◼ Classification decision boundary w. increasing uncertainty

❑ Two 1D streams (y1 and y2-streams), 2 classes
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AV-ASR Evaluation on CUAVE  Database



42Interspeech 2018 Tutorial: Multimodal Speech & Audio Processing in Audio-Visual Human-Robot Interaction Interspeech 2018 Tutorial: Multimodal Speech & Audio Processing in Audio-Visual Human-Robot Interaction 

Audio-Visual  Recognition

Average Absolute 

Improvement due to  

Visual information

AV-W-UC vs. A-UC

28.7 %

◼ Weights and Uncertainty Compensation 

❑ Hybrid Fusion Scheme
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Asynchrony Modeling with Product-HMMs

Average absolute 

improvement due 

to modeling with 

Product-HMM vs. 

Multistream-HMM

1.2 %
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A Real-Time AV-ASR Prototype

Image 

Acquisition

Firewire color 

camera, 640x480 

@25 fps

Face detector

Adaboost-based, @5 fps

HMM-based backend

Face tracking & 

feature extraction

Real-time AAM fitting 

algorithms

(Re)initialization

System Overview

GPU-accelerated 

processing

OpenGL implementation Transcription
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Audio-Visual Speech Recognition Demo 
(WACC: AV=89%, A=74% at 5 dB SNR babble noise)

AV A
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Emotion-Expressive 

Audio-Visual  Speech Synthesis 

References:

◼ [P.P. Filntisis, A. Katsamanis and P. Maragos, “Photo-realistic Adaptation and Interpolation of  Facial Expressions Using 

HMMs and AAMs for Audio-visual Speech Synthesis”, ICIP 2017.]

◼ [P.P. Filntisis, A. Katsamanis, P. Tsiakoulis and P. Maragos, “Video-Realistic Expressive Audio-Visual Speech Synthesis 

for the Greek Language”, Speech Communication, 2017.]
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• A virtual/physical agent employing expressive speech is more 

natural

• [SpeCom 2017]: Given a text to be synthesized we use DNNs to find 

the corresponding output visual and acoustic features.

• HMM adaptation to adapt EAV-TTS system to unseen emotions 

[ICIP 2017]

• HMM interpolation to generate speech with mixed expressions [ICIP 

2017]

Expressive Audio-Visual Speech Synthesis (EAV-TTS)
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HMM-based EAV-TTS [ICIP-2017]
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First eigentexture and the variations it causes 
to the mean texture

Face shape       𝒔 = ത𝒔 + σ𝒊=𝟏
𝒏 𝑝𝑖𝒔𝒊

Face texture 𝑨(𝒙) = 𝑨(𝒙) + σ𝒊=𝟏
𝒎 𝜆𝑖𝑨𝒊

ത𝒔: mean shape 𝚨(𝒙): mean texture

𝑝𝑖: eigenshape coefficients 𝜆𝑖: eigentexture coefficients

Active Appearance Models Acoustic Features

• Mel-frequency cepstral coefficients 
• Logarithmic fundamental frequency
• Band aperiodicity coefficients

Linguistic Features

494-dim feature  vector with lexicological 

info: phoneme, vowel, # of syllables of 

sentence, relative location, etc.

EAV-TTS: Visual/Acoustic/Linguistic Modeling 
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Separate 
streams 
(DNN-S)

We explore two different architectures: 
• joint modeling of acoustic and visual features (DNN-J) (not shown in fig.)
• separate modeling of acoustic and visual features (DNN-S)

Synthesis 
• ML Parameter generation gives smooth feature 

trajectories
• AAM reconstruction from visual features
• Waveform synthesis via a STRAIGHT vocoder
• Merge modalities → audio-visual output

Training Stage:
• DNNs are trained to map linguistic 

features to means of 
acoustic/visual features

DNN-Based Audio-Visual Speech Synthesis [SpeCom 2017]



51Interspeech 2018 Tutorial: Multimodal Speech & Audio Processing in Audio-Visual Human-Robot Interaction Interspeech 2018 Tutorial: Multimodal Speech & Audio Processing in Audio-Visual Human-Robot Interaction 

• Online evaluation: MOS (800 ans.), Pairwise tests (4300 ans.)

• Results show significant preference of DNN methods on audio-visual realism 

and significant preference of DNN-S method on audio-visual expressiveness

Pairwise preference tests (% scores) on audio-

visual realism (bold is significant preference, 

p<0.01 - N/P=No Preference) Box plot of MOS tests of audio-visual 

realism

EAV-TTS  Results
• 4 Systems:

• DNN - Joint Modeling of Acoustic and Visual feat. (our recent approach)

• DNN - Separate Modeling of Acoustic and Visual feat. (our recent approach)

• HMM-based

• Unit Selection (US)
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Anger (DNN-S) Happiness (DNN-S) Sadness  (DNN-S)

Neutral (DNN-S)

General Comparison

EAV-TTS: Example Videos (in Greek)

“You should have listened to my first album” “He has all of Olympiacos dollars in front of him”

“He has all of Olympiacos dollars in front of him”
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𝝁, 𝚺 : original mean and covariance matrix

ഥ𝝁, ഥ𝚺: adapted mean and covariance matrix

𝜺, 𝚭: transformation bias and matrix

ഥ𝝁 = 𝒁 𝝁 + 𝜺

ഥ𝚺 = 𝜡𝚺𝜡𝚻

happinessangersadness

neutral

Level of expressiveness against number of 

adaptation sentences 

EAV-TTS: HMM Adaptation

• Goal: Tackle the data sparsity problem when considering expressive speech 

synthesis

• Soln: use HMM EAV-TTS for Audiovisual Adaptation and Interpolation 
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𝝁, 𝚺 : interpolated mean – covariance 

matrix

𝝁𝒊, 𝚺𝐢: adapted mean – covariance matrix 

of ith HMM set 

𝑎𝑖: interpolation weight for ith HMM set

Interpolation between observations is employed to interpolate statistics of HMMs 

from different HMM sets:

𝚺 = σ𝒊=𝟏
𝑲 𝛼𝑖

2𝚺𝒊

𝛍 = σ𝒊=𝟏
𝑲 𝛼𝑖𝝁𝒊

Interpolating the anger and happiness HMM sets. (respective weights shown under each image).

0.1 − 0.9 0.3 − 0.7 0.5 − 0.5 0.7 − 0.3 0.9 − 0.1

EAV-TTS: HMM Interpolation

Emotion classification rate (%) when 

interpolating neutral and anger
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EAV-TTS: Adaptation & Interpolation Videos (in Greek)

Neutral adapted to Anger 

with 50 sentences

Happy – Sad 

Interpolation

“What are you talking about, why 

did he go to the doctor’s office“
“I have learned to accept 

everything in my life”
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Part 1: Conclusions

◼ Audio-Visual Fusion → Better Results (ASR, TTS, HRI, Saliency). 

◼ More Data → Big Databases → Better training algorithms (Training 

processes work better if we have significant amounts of training data).

◼ More Big Data → Needs for annotations and possibly summarization. Not 

only data compression or dimensionality reduction for storage or fast access. 

◼ Multimodal Data (audio/speech, visual, depth, text):

❑ Need for advanced signal processing algorithms for each modality 

(different nature of each modality).

❑ Signal modalities or dimensions are complementary (i.e. microphones 

arrays enhance audio signal for distant ASR, audio-visual fusion improves 

speech/gesture understanding, video summarization).

Tutorial slides: http://cvsp.cs.ntua.gr/interspeech2018

For more information, demos, and current results: http://cvsp.cs.ntua.gr and http://robotics.ntua.gr

http://cvsp.cs.ntua.gr/interspeech2018
http://cvsp.cs.ntua.gr/
http://robotics.ntua.gr/
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Research Projects / Sponsors

COGNIMUSE:  http://cognimuse.cs.ntua.gr/

MOBOT: http://mobot-project.eu/

I-SUPPORT: http://www.i-support-project.eu/

BabyRobot:    http://www.babyrobot.eu/
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http://cognimuse.cs.ntua.gr/
http://mobot-project.eu/
http://www.i-support-project.eu/
http://www.babyrobot.eu/
http://www.imuscica.eu/

