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ABSTRACT
Computational saliency models aim at predicting, in a bottom-up fashion, where human attention is drawn in the presented (visual, auditory or audiovisual) scene and have been proven useful in applications like robotic navigation, image compression and movie summarization. Despite the fact that well-established auditory and visual saliency models have been validated in behavioral experiments, e.g., by means of eye-tracking, there is no established computational audiovisual saliency model validated in the same way. In this work, building on biologically-inspired models of visual and auditory saliency, we present a joint audiovisual saliency model and introduce the validation approach we follow to show that it is compatible with recent findings of psychology and neuroscience regarding multimodal integration and attention. In this direction, we initially focus on the “pip and pop” effect which has been observed in behavioral experiments and indicates that visual search in sequences of cluttered images can be significantly aided by properly timed non-spatial auditory signals presented alongside the target visual stimuli.

Index Terms— audiovisual saliency model, multisensory integration, biologically-inspired, behaviorally-validated

1. INTRODUCTION
Multisensory interaction and integration in the human brain manifest themselves in multiple ways and in multiple contexts [1–4]. Not only our daily experience but also systematic behavioral and neuroimaging experiments reported in the literature provide a considerable amount of evidence that human behavior is effectively influenced by multimodal combinations of perceived sensory information. Multisensory interactions between incongruent sensory streams may lead to illusionary percepts such as the McGurk effect [5], while multi-sensory percepts which are in agreement often seem to enhance performance in tasks like visual search.

We are particularly interested in the cases when such multisensory effects are linked with the saliency of observed events [6], namely how events draw human attention in a bottom-up fashion. For example, in a visual search task where humans have to identify a target in a heavily cluttered sequence of images in which both the distractors and the target are dynamically changing, it has been observed that reaction times can be lowered significantly when target changes are synchronized with non-localized audio pips because they make the target essentially “pop out” (i.e., become more salient). This is the so-called “pip and pop” effect systematically observed and analyzed in [7]. Similar effects of audiovisual interaction and integration have been the focus of cognitive research for almost two decades now in an effort to understand underlying mechanisms.

In parallel, there has been extensive research focusing on the mechanisms of visual and auditory saliency in isolation. Several findings in these areas have already found their way into computational models that further refine our understanding and allow exploitation of related concepts and interpretations in real applications. The seminal works [8, 9] have set the foundations for developing a visual saliency model that predicts eye fixations during image free-viewing based on image features. The auditory saliency map presented in [10] works analogously in the auditory domain. Building on these well-established, biologically-inspired computational models of visual and auditory saliency, we present an audiovisual saliency model to account for multimodal integration and interaction as these are manifested in behavioral experiments. The purpose of our work is to develop an audiovisual saliency computational model more closely linked to current behavioral findings aspiring to offer insights in human brain function, which in turn may be proven useful in applications as well.

A computational audiovisual saliency model to predict where attention is drawn in an audiovisual scene, i.e., where the eye would be fixated, is for the first time discussed in [11]. It was developed for guiding a humanoid robot. In this model, estimation of visual saliency is based on the Itti et al. approach [9], while for audio, only the spatial properties of the sources are integrated. For a similar application, the model proposed in [12] is based on Bayesian surprise and source localization for auditory saliency map generation and a phase-based approach for visual saliency. In [13] the auditory saliency map is again estimated via source localization and then fused with visual saliency via a product operation. From a different viewpoint, the audiovisual model introduced in [14, 15] for movie summarization and further improved in [16] aims at predicting when, and not where, attention would be drawn in a dynamic scene. All these models are primarily application-oriented and despite having possibly been inspired by cognitive science, no effort has been made to validate their behavior in comparison with behavioral findings. Closer to the nature of our work, Coutrot and Guyader [17, 18] as well as Song [19] have tried to more directly validate their models with humans with their findings indicating that, in movies, eye gaze is attracted by talking faces and music players.

Without making any explicit connection with a particular application and building solidly on experimental human findings, we investigate ways to integrate already well-established models of auditory and visual saliency into a multimodal computational scheme. The proposed scheme will generate an audiovisual saliency map...
We aspire to appropriately combine the above described individual saliency models in order to form an audiovisual saliency model and investigate its plausibility through comparisons with results from behavioral experiments. In this section the most important issues of audiovisual fusion are discussed, as well as a set of parameters and operators, crucial to the model, that have been found and/or inspired by cognitive research and neuroscience. A high-level overview of the model is presented in Fig. 1.

3.1. From auditory saliency map to auditory saliency curve

As described earlier, the unimodal saliency models generate 2-D saliency maps both for visual and audio streams. Although a 2-D auditory saliency map would be interesting and useful for research on how frequencies contribute to auditory saliency, in this work we are more interested in whether a particular audio event is salient, rather than in how its saliency is related to frequency content. Additionally, as in visual saliency a map denotes which areas of the image are salient and how salient they are, analogously for the audio input, we only need to know if the auditory stimulus is salient and how salient it is.

For these reasons, the 2-D auditory saliency map is further processed to estimate a 1-D auditory saliency curve. The concept of auditory saliency curve is not new [23, 24]. In [24] it was extracted by combining saliencies additively across frequency bins, whereas in [23] the \( \max \) operator was applied for each time instance. Maximization over the entire saliency map was also behaviorally-validated for capturing salient events in [10]. We follow the same approach. With \( M_a(t, f) \) we denote the saliency map from Kayser et al. model that is a function of time \( t \) and frequency \( f \) and with \( S_a(t) \) the auditory saliency curve. Thus, the latter is computed as:

\[
S_a(t) = \max_f M_a(t, f) \tag{1}
\]

The same approach is also followed in [25], where the feature maps are summed and the final temporal saliency score is the maximum for each time instance.

3.2. Audiovisual temporal window of integration

An important finding that originates from cognitive science and has been extensively studied during the last decade is related to the audiovisual temporal window of integration. It has been experimentally found that audiovisual integration is more effective when auditory and visual stimuli are synchronized but can also occur if the two modalities are partially asynchronous. Related behavioral experiments indicate an approximately 200 ms long maximum temporal window of integration [7, 26, 27].

In order to account for this temporal window of integration, auditory saliency is properly filtered. There is also evidence that audition dominates vision in temporal tasks [28–30]. This evidence combined with the fact that audio influences vision even when asynchronous, indicates that we should take into account not only current auditory saliency values, but properly weigh past and future values as well. We employ a Hanning window on the auditory saliency curve, with 200 ms length and center it on the sample corresponding to the current time instance. The form of the Hanning window is suitable for expressing the temporal window of integration because it favors the synchronized stimuli and attenuates the non-synchronized ones. If the stimuli are synchronized, since audio at the current time instance remains unaltered, the integration effect will be maximum, otherwise it will be attenuated to account for the time asynchrony. After windowing, we apply a moving average, thus obtaining a new saliency curve. If we denote by \( H(t) \) the Hanning window with \( N \)}
the window length, and by \( A(t) \) the final saliency curve, the latter is computed as:

\[
A(t) = \frac{1}{N} \sum_{t_c = t-N/2}^{t+N/2} S_a(t_c) H(t_c)
\]  

(2)

Various other windows of similar properties could be employed, e.g., the Hamming window without any significant differences.

3.3. Audiovisual saliency fusion

The decision of where and how the auditory and visual saliencies will be fused in order to estimate an audiovisual saliency constitutes an important part of our model. In [31] various combination strategies are described to integrate feature maps from different visual-only inputs. These features naturally represent non comparable modalities and they have different dynamic ranges. The same applies also for audio and visual fusion.

Our model is based on the hypothesis that since audio features are dynamic (they constantly evolve), the presence of audio influences mainly the dynamic visual features, flicker, and motion. There would be no effect in fusing audio saliency with the final visual saliency map since it would affect it uniformly.

In parallel, there is evidence that visual flicker and motion are highly influenced by audio given the audio dominance over vision in temporal tasks. Many examples have been presented in the literature [32], such as the bouncing ball illusion [29] which indicate interactions both with flicker [28, 33] and motion [34]. Inspired and motivated by these findings, we fuse auditory saliency with dynamic visual features in order to account for this influence of audio on flicker and motion.

Of particular significance is also the fusion scheme, namely how these different modalities should be fused since they constitute non comparable modalities. In the absence of audio, flicker and motion saliency maps should be left unaltered ,where in the presence of audio its saliency should weigh flicker and motion appropriately. We combine auditory and visual saliencies in a multiplicative manner:

\[
F(x, y, t) = F_a(x, y, t)(1 + A(t))
\]  

(3)

\[
M(x, y, t) = M_v(x, y, t)(1 + A(t))
\]  

(4)

where \( F \) and \( M \) are the fused flicker and motion maps, \( F_a \) and \( M_v \) are the visual saliency flicker and motion maps and \( A \) is the saliency curve described in the previous section.

This idea has been first presented in a similar but not identical way in [13]. The authors deal with spatial audio only and their auditory saliency map is the location of the audio stimulus. Thus, they combined two 2-D maps with a point-wise multiplication. We extend this idea to fit in our model and data.

4. EVALUATION

In order to quantify our results and validate our model via already published behavioral experiments, we adopted widely used saliency metrics. Since the output of our model is an audiovisual saliency map, where audio saliency has been integrated into the 2-D visual map, we employ metrics commonly used for visual saliency evaluation and particularly those that have been presented extensively in [35, 36].

With Estimated Saliency Map (ESM) we denote the output of our model. Usually, the Ground-truth Saliency Map (GSM) represents the map built from eye movement data. As we currently possess no eye movement data, in our case it represents the ground truth target location in the sense that target is salient, i.e., it “pops out” from the background. Thus, we explicitly create GSM by including the target area, since it is the only salient spot when the target flickers. A similar reasoning was employed also in [6]. The employed metrics are the following (for details see [35, 36]):

1) Normalized Scanpath Saliency (NSS): It is the average of the response values at human eye positions in a model’s saliency map (ESM) normalized to zero mean and unit standard deviation. When \( NSS \geq 1 \), the ESM exhibits significantly higher saliency values at human fixated locations compared to other locations.

2) Linear Correlation Coefficient (CC): It measures the strength of a linear relationship between GSM and ESM.

3) Area Under Curve (AUC): It is the area under Receiver Operating Characteristics curve. Here, target location is considered as the positive set and some points from the image are sampled from the distractors’ positions thus obtaining the shuffled AUC [35, 37]. The ESM is then treated as a binary classifier to separate the positive samples from the negative ones. The ROC curve is formed by thresholding over the ESM and plotting true positive vs. false positive rate. The area underneath the average of all ROC curves is the AUC. When \( AUC = 1 \) the prediction is perfect.

5. STIMULI AND EXPERIMENTS

For the validation of our model through results from behavioral experiments, we initially only consider simple stimuli from visual search tasks. In such tasks, the participants are instructed to focus at a location on the screen and try to identify a target surrounded by distractors without scanning the image serially. As soon as they identify the target they press a button.

Performance is usually measured by the participant’s mean Response Time (RT), i.e. the time from the target appearance to the button press. Mean RT has been linked with saliency in past works, in the sense that it decreases when target saliency increases because it is easier for the participant to identify it [38–40]. We explicitly model this relationship, aiming to explain low mean RT in terms of high saliency and reversely. Thus, our experiments aim to reproduce results and trends from behavioral experiments in relation to saliency, using the metrics described earlier.

The stimuli used in this preliminary validation effort come from visual search tasks [7] and particularly the “pip and pop” effect. They are composed of small straight lines that constantly alternate between red and green color. The target is a vertical or horizontal line and when it changes color a non-spatial synchronized audio pip is presented. The rest of the lines have various other orientations and...
their color change is not synchronized with audio pips. In Fig. 2 two stimuli frames are depicted. For the experiments, we have the ground truth stimuli locations as well as the frames when the target changes color, i.e., when it should become salient. Figure 2 also shows the visual-only saliency map and the audiovisual saliency map for the second frame.

5.1. “Pip and pop” set size experiment

In [7] experiments indicate that when there are no audio pips, RTs increase analogously with the number of distractors (target saliency decreases), probably because a serial visual search is required. On the contrary, when a brief synchronized audio pip accompanies the target color flicker, the distractor set size is of no particular importance. The original figure from [7] presenting these results is Fig. 3a.

We investigate whether our model does exhibit this behavior. The input are the “pip and pop” stimuli, the output are the audiovisual saliency maps and the evaluation is carried out with the metrics described in Sec. 4, comparing the audiovisual case with the visual-only one in terms of target saliency. In Fig. 3 we present our results for AUC, NSS, and CC.

We notice that NSS and CC reproduce well enough the corresponding Fig. 3a. Although the slopes are not the same, the trend of the curve is similar to the behavioral results. Also, saliency when tone is present is higher than when tone is absent, which is congruent with human data as well. AUC is very high for both cases (slightly decreased in the visual-only case) because target pips are avoided. It seems that because of the nature of these stimuli this metric cannot capture well the differences between audiovisual and visual saliency. The target in these stimuli is always salient and that is why AUC is very high in both cases. AUC cannot depict the target saliency increase that is due to the audiovisual integration.

5.2. “Pip and pop” temporal asynchrony experiment

A second behavioral experiment from [7] investigates what happens to audiovisual integration in case the two streams of information are not completely synchronized, namely when salient audio and visual segments that naturally belong to the same event are asynchronous to each other. The findings indicate that audiovisual integration is tolerable in a certain amount of asynchrony. They also depict how asynchrony is related to RTs, showing that the larger the asynchrony is, the more the performance drops and RT increases. These results appear in Fig. 4a. The authors also discuss about the slight asymmetry of the curve in favor of the case when auditory stimulus follows the visual one. We can observe that on the right part of the curve, where the audio pip appears after the target color change, the mean RTs are lower than those of the respective left part, indicating that target becomes more salient when audio follows than when it precedes target flicker. We aim to reproduce this experiment similarly to the previous one. The results are depicted in Fig. 4.

Regarding AUC results, we can observe that again target seems to be salient in all cases. Saliency drops slightly for −200 ms and 200 ms asynchrony, but this drop is negligible. However, for NSS and CC we notice that our results are consistent with the behavioral ones. Saliency increases when synchrony between the two streams increases and vice-versa. The peak of the curve appears when the two streams are completely synchronized. Additionally, target’s saliency is higher when audio pip follows target flicker than the opposite, for the same amount of asynchrony, thus exhibiting a similar behavior to the experimental results.

6. CONCLUSION

We have developed a computational audiovisual saliency model based on well-known biologically plausible individual saliency models and aspire to validate its plausibility via human behavioral experiments. Our first validation effort concerns the “pip and pop” effect, where our model exhibits a similar behavior to the experimental results. In the future, we aim to validate our model with other well-known experiments, e.g., [41, 42], and gradually move to more complex stimuli, such as movies.
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