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Improved Frequency Modulation Features for
Multichannel Distant Speech Recognition

Isidoros Rodomagoulakis

Abstract—Frequency modulation features capture the fine
structure of speech formants that constitute beneficial to the tradi-
tional energy-based cepstral features by carrying supplementary
information. Improvements have been demonstrated mainly in
Gaussian mixture model (GMM)-hidden Markov model (HMM)
systems for small and large vocabulary tasks. Yet, they have limited
applications in deep neural network (DNN)-HMM systems and
distant speech recognition (DSR) tasks. Herein, we elaborate on
their integration within state-of-the-art front-end schemes that
include post-processing of MFCCs resulting in discriminant and
speaker-adapted features of large temporal contexts. We explore:
1) multichannel demodulation schemes for multi-microphone
setups; 2) richer descriptors of frequency modulations; and
3) feature transformation and combination via hierarchical deep
networks. We present results for tandem and hybrid recognition
with GMM and DNN acoustic models, respectively. The improved
modulation features are combined efficiently with MFCCs yielding
modest and consistent improvements in multichannel DSR tasks
on reverberant and noisy environments, where recognition rates
are far from human performance.

Index Terms—Frequency modulation features, demodulation,
deep bottleneck features, distant speech recognition.

1. INTRODUCTION

ODULATION features stemming from the AM-FM
M speech model were originally conceived for ASR [1]
as capturing the second-order non-linear structure of speech
formants, providing complementary information to the tradi-
tional energy-based cepstral features (e.g., MFCCs and PLPs).
Their fusion presents robustness in noisy and mismatched con-
ditions as indicated in recent works [2], [3]. However, only a
few works [4], [5] examine their performance in DSR tasks
with reverberation. Recently, bottleneck Multilayer Perceptons
(MLPs) have been proposed in [2] to combine frequency micro-
modulation features with PLPs using network’s non-linear trans-
formations instead of Linear Discriminant Analysis (LDA)
which is suboptimal for non-Gaussian features. Following the
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tandem approach [6], improved and deeper nets were proposed
in [7], [8], while hierarchical architectures [9] were beneficial
for feature combination.

Deep Neural Networks (DNNs) have resulted in innovative
ways to improve feature extraction and acoustic modeling in
speech recognition [ 10]. Recently, end-to-end systems [11], [12]
have been developed to combine all recognition stages into Re-
current Neural Networks (RNNs) of long memory in order to
transform unsegmented sequences of raw speech signals into
sequences of phone labels, outperforming in many cases the hy-
brid DNN-HMM state-of-the-art systems. However, they require
large amounts of data and processing capacity while poor per-
formance persists due to high levels of noise and reverberation
in many DSR scenarios [13], [14] commonly found in modern
applications.

Although DNNs can learn many types of variation depending
on the training data, they can be sensitive to data mismatches,
while feature transformations learned in a data-driven way
may not generalize well for out-of-domain data. Model adap-
tation with regularization mechanisms [15] and iVector based
adaptation [16] have been proposed for coping with unseen
acoustic data. However, robust acoustic features are typically
used to improve acoustic models when dealing with noisy and
channel-degraded acoustic data. A comprehensive survey on
robust feature extraction strategies and features for DNN-based
recognition can be found in [17].

Multi-microphone setups with array processing [18] offer
flexibility on multi-source and noisy acoustic scenes by cap-
turing the spatial diversity of speech and non-speech sources,
allowing more sophisticated front-ends with channel combi-
nation [19], beamforming [20] and speech enhancement [21],
which were recently revised and solved with DNNs. However,
the most significant improvements have been achieved with
multi-style training on multichannel data [22], [23], while incor-
porating deep learning in traditional array processing methods
is still under investigation.

Our goal in this work is to increase the robustness of frequency
modulation features in noise and reverberation in order to com-
bine them efficiently with standard MFCC-based front-ends
for state-of-the-art speech recognition with GMM and DNN
acoustic models. First, we propose a Multichannel, Multiband
Demodulation (MMD) scheme that utilizes the noise diversity
across microphone array signals aiming at improved demodu-
lation of speech resonances and more accurate estimations of
instantaneous modulations [24]. Secondly, we explore richer
representations of the estimated modulations either by applying
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signal compression on the raw signals, or by transforming
mid-duration temporal contexts of their first-order statistics into
hierarchical deep bottleneck networks, which are able to com-
bine both non-linear transformation and fusion of heterogeneous
features. Finally, we incorporate the proposed features combined
with MFCCs in standard recognition recipes leveraging multi-
style training and beamforming. Experiments are conducted
in simulated and real data with strong background noise and
reverberation.

Sections IT and III include theoretical background on single-
and multi-channel energy tracking, respectively; Section IV
presents the proposed MMD approach with indicative results
on the demodulation of speech phonemes; Section V describes
the extraction of frequency modulation features along with the
proposed hierarchical bottleneck DNN scheme; The experimen-
tal framework and the employed DSR corpora are described in
Section VI, while Sections VII and VIII present the obtained
results and the conclusions of the paper.

II. BACKGROUND ON SINGLE-CHANNEL ENERGY TRACKING

Kaiser in [25] continued Teager’s pioneering work to intro-
duce a nonlinear operator called Teager-Kaiser energy operator
(TEO) W. The operator is given by

Uz (t)] = @(t)* — 2 ()2 (t) (1

in the continuous time domain, where 4:(¢) and %(t) correspond
to the first and second time derivatives of the argument. It can
track very accurately and fast the instantaneous energy of an
oscillator-like source.

When ¥ is applied to an AM-FM signal of the form
x(t) = a(t) cos(¢(t)), the instantaneous energy of the source
is given by W[x(t)] ~ a(t)?w(t)?, where the approximation er-
ror becomes negligible if the instantaneous amplitude a(t) and
instantaneous frequency w(t) = ¢(t) do not vary rapidly and
significantly compared to the average value of the carrier fre-
quency w(t). As a result, ¥ is the main ingredient of the first
Energy Separation Algorithm (ESA)

w(t) =/ WE()]/ V()] at) = Uz(t)]//PE)] (2)

developed in [26] and used in speech demodulation, which was
motivated by the strong evidence of the existence of AM-FM
modulation in speech resonance signals.

Modeling speech signals as a composition of superimposed
bandlimited AM-FM signals drove a plethora of applications
on speech analysis [26]-[28] and speech recognition [2], [30]
areas, in which TEO is extensively used for robust energy
estimation and demodulation of speech components, yielding
energy features which are robust to noise [31], [32], and
modulation features [1] that carry complementary information
about the nonlinear nature of speech.

To represent the interaction between two real time functions,
an energy-like function, called the cross-Teager energy operator
(cross-TEO) W.. has also been defined [33], [34]. This function
can been viewed as cross-energy between two real signals x(¢)
and y(t) and is defined by

U fz(t), y(t)] = z(t)y(t) — y(H)z(t) 3)

It measures the instantaneous differences in the relative rate of
change between x(t) and g(t). In the general case, if « and
y represent displacements in some generalized motions, it has
dimensions of energy (per unit mass). This energy-like quan-
tity was used in [33] to analyze the output U.[z(t),y(t)] of
the energy operator applied to x(t) + y(t). It was also used in
[34] as cross-energy between a signal z(¢) and its higher order
derivatives for the development of higher order energy mea-
sures useful for AM-FM demodulation. Other applications can
be found in signal detection problems (e.g., Difference in time
of arrival estimation and detection of transients) [35] alterna-
tively to cross correlation. Moreover, in [36], cross-energy fea-
tures between adjacent microphones were found more robust to
noise compared to other energy based features. Based on the
above theoretical and practical results, we are motivated to use
cross-Teager in order to extract speech modulation features in a
multi-microphone framework by proposing a multichannel de-
modulation robust in noise.

III. MULTICHANNEL ENERGY TRACKING

The employed energy tracking scheme exploits the spatial
diversity of noise u, (¢) exhibited across the M noisy recordings

ym(t):‘s(t)+um(t)v mzla"'aM (4)

of a microphone array capturing the clean source speech signal
s(t) in the continuous time domain ¢. Note that, reverberation
effects and time alignment issues between y,,, are not taken into
account in the following analysis. Following a multiband analy-
sis for energy estimation, the recordings are decomposed into N
frequency bands for the derivation of their bandpass components
Ymk(t), k=1,..., N, which correspond to speech resonances.
The kth resonance of the recording y,, can be modeled by an
AM-FM signal as

Ymk (1) = amp(t) cos (/Otwmk(T) d7> , Q)

where a,,x(t) and w,, (t) are its instantaneous amplitudes and
angular frequencies. Speech components can be obtained by de-
composing y,, (t) with a Mel-spaced Gabor filterbank { g (¢)}:

Ymk (t) = ym (t) * gr.(t), k=0,...,N =1 6)

where gy, (t) corresponds to the impulse response of the bandbass
Gabor filter centered at frequency w, (k) in band k

gr(t) = exp(—B*t?) cos|we (k)] @)

The constants 5 and w.(k) are the filter parameters. The Gabor
filters were chosen for several reasons listed in [26], including
their optimal time-frequency discriminability. Thus, we can esti-
mate the energy of the source in band % by applying TEO directly
on y,,;; components, or alternatively, an energy-like quantity is
given by the cross-Teager energy between the components of
adjacent microphones. Given the correlated kth bandpass sig-
nals from any two microphones m and ¢, their interaction can
be described by the cross-Teager energy operator:

e [Ymks Yer) (1) = Ymr () Ter(t) — Ymr (&) Ter(t)  (8)
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Fig. 1. Multichannel energy tracking for band k = 3: Given the noisy record-

ings y1(t),y2(t) (2nd and 3rd row) of an array, their average Teager energies
are computed in non-overlapping frames of duration 7". The most robust cross-
Teager energy WX (k) is found in 4th row between the channels having the
1st (red rectangulars) and 2nd smaller average energies.

which in general measures the relative rate of change between
two oscillators. As discussed in [36] and [37], two useful prop-
erties of the operator can be derived:
1) On averaging over time, noise ., (t) contributes as an
additive error term to the average Teager energy W|sy| of
the kth resonance of the source signal:

ELVe[ymp, yer) (1)} = E{¥[sk](t)} + error  (9)

where £{.} denotes expectation. The above stands assum-
ing that the additive noise component is a zero mean, wide-
sense stationary Gaussian random process. Consequently,
the energy with the minimum average

U (k) = WYk Ygp»

which is formed by microphones (77, f), is expected to lie
closer to U[sy(t)].

2) We could search for the best pair (77, ZA) among all pairs
of microphones (m,f), m,¢ € [1,...,M], m#{ as
follows:

(10)

(i, 0) = arg min (E{W e[y, yer](t)})

m, 4

an

However the search is computationally intensive.' Thus, it
suffices to search only between those microphones having
the Ist and 2nd smallest average Teager energies.

As a result, based on the fact that noise contributes as an
additive term in both Teager and cross-Teager energies
of the bandpass microphone signals, taking the minimum
among them yields the most robust energy for demodu-
lation. Tracking the best pair of microphones (72, £) that
yield UM% (L), in each band F, is realized in medium-
duration non-overlapping frames for fine temporal reso-
lution against the instantaneous changes of the acoustic
conditions due to noise changes and speaker’s motion. An
example is shown in Fig. 1, where the energy of the 3rd
(k = 3) bandlimited component of s(t¢) is approximated

The number of computations needed for each band is 2 - (];I ) because the
operator W is not commutative, e.g., ¥¢[Ymk, ek |} 7 Ve Ymk, Yek]-

by Uit ojven two real distant recordings from a two-
microphone linear array.

IV. MULTICHANNEL, MULTIBAND DEMODULATION

The kth AM-FM resonance component ¥, is demodulated
on its instantaneous amplitudes a(¢) and angular frequencies
wy(t) based on the ESA formulas

12)

In this work, we modify ESA by replacing single-channel

energies W|[y,,.] with the cross-channel energy W™ (k) from

(10), which is the best estimation of source’s energy as evidenced
in (9):

wy(t) =~ \/‘I’C[Qmmy(zk]/‘l’c[ymmy@k] (13)

Smoother approximations and more robust to noise are achieved
by Gabor-ESA [28], which combines time-differentiation and
filtering of the signal with a Gabor filterbank into convolutions of
the signal with the time-derivatives of the Gabor filter’s impulse
response. The advantages of such approaches are that we can
both avoid having the noisy one-sample discrete-time approxi-
mations of the derivatives and also succeed in having smoother
estimates of the signal’s time-derivatives in the presence of noise.
In our case, bandpass filtering is applied within the cross-Teager
operator:

e Yk Ypi) = Wi * 9x) (Wi * 9r) — (Y * ) (Y7 * Gr)
(15)

WG ) = W % G) (W % G) — (W * Gr) (Y * T i)
(16)

Note that in Eqns. (15) and (16) we have replaced the deriva-
tives of the Gabor bandpass filtered signals with convolutions of
the original signals with corresponding derivatives of the Gabor
filter’s impulse response. This has the effect of regularizing the
combination of the Teager-Kaiser energy operator and bandbass
filtering, as shown in [28]. From now on, we call this multi-
channel version of Gabor-ESA with the cross-Teager energies
as Multichannel Multiband Demodulation (MMD) scheme.

A. Single- vs. Multi-Channel Demodulation

The goal of the following analysis is to compare the proposed
MMD method with the single-channel Gabor-ESA [28], target-
ing robust demodulation of far-field speech. The focus is on
frequency demodulation for the accurate estimation of instan-
taneous frequencies, since we use them to extract the proposed
features for DSR. Single- and multi-channel Gabor-ESA are
compared in terms of instantaneous frequency estimation error,
which is computed between the instantaneous frequencies of
the clean speech source and the estimated ones on the far-field
version of the speech signal captured by the microphones. For
the comparison, the Root Mean Square (RMS) error is com-
puted in each band. We report the average relative reduction of
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Fig. 2. Relative reduction (%) of Root Mean Square (RMS) error on the instantaneous frequency estimations per phoneme category achieved by the proposed

MMD approach compared to single-channel Gabor-ESA demodulation.

the RMS error across phoneme instances and bands that MMD
yields compared to the single-channel approach.

Without losing generalization on continuous speech, the com-
parison is applied on phoneme instances from all phoneme
classes, in which AM-FM modulations are expected to differ.
For instance, according to [28], consonants present stronger
frequency modulations than vowels. Moreover, we need to have
access in both clean and far-field versions of a speech source
in order to compute the demodulation RMS error. Based on the
above, we conduct the analysis on simulated far-field data for
phonemes. The simulations are realized on the clean phonemes
of the well known TIMIT corpus including:

e convolution with simulated room impulse responses us-
ing the Image-Source Method (ISM) [38] to match three
environments of various reverberation times (7§): a livin-
groom (79 = 0.4 s), a meeting room (759 = 0.6 s), and a
class room (T9 = 0.8 s).

e addition of randomly selected noises (also reverberated)
from the RWCP sound scene database [39] in order
to simulate noisy domestic backgrounds of SNRs in
[20,15,...,—15] dB.

We configure ISM to simulate a microphone setup of three mi-
crophones arranged in a 30-cm equidistant linear array located
in the center of each room, where a moving source is assumed
to form a small spiral trajectory three meters away from the ar-
ray. Overall, 100 instances of each phoneme are simulated for
each of the 24 SNR-Tyy combinations, resulting in 2400 sig-
nals. As evidenced in Fig. 2, the relative improvements gained
by using MMD increase as conditions get more difficult, espe-
cially for low SNR values. It also appears that the robustness
of Teager energy in low-frequency bands [40] benefits vowels
the most compared to nasals, stops, and fricatives, in which the
improvements are modest.

V. FREQUENCY MODULATION FEATURES

First order statistics over the frequency micro-modulations
fr(t) = wi(t)/2m have yielded improved results combined
with MFCCs in noisy LVCSR tasks [2]. Experimental evidence
in [37] and [2], showed that instantaneous frequencies are more
beneficial than amplitudes as supplementary features to MFCCs.
A possible explanation is that although the amplitudes capture
part of the nonlinear behavior of speech, e.g., the modulation

pulses appearing within a single pitch period, they are expected
to be correlated with the energy-based MFCCs. A basic descrip-
tor over instantaneous frequencies is their temporal mean across
the samples of a short-time frame, e.g., 1/L x Y fi[n], where
k is the filter index and L the frame length in samples. The so-
called Mean Instantaneous Frequency (MIF) features are exten-
sively used in our previous works. Herein, we compare MIF with
two new and richer descriptors, designed for DNN acoustic mod-
eling: 1) the Compressed Instantaneous Frequencies (CIF) and
2) the bottleneck features derived from hierarchical deep net-
works. All features are extracted over instantaneous frequencies
that are estimated following the single-channel demodulation or
the proposed MMD approach. Feature extraction is realized in
frames of 32 ms (L = 512 for 16 kHz signals) across steps of
10 ms, similarly to the short-time analysis used in MFCCs.

A. Compressed Instantaneous Frequencies (CIF)

As depicted in Fig. 4, the estimated instantaneous frequen-
cies fi(t) of a 32 ms short-time frame of 16 kHz speech contain
periodic patterns that can be described compactly with a few
of its Discrete Cosine Transform (DCT) coefficients. The exact
number of the selected coefficients is a trade-off between the
reconstruction error they achieve and their dimensionality, tak-
ing into account the fidelity of the employed network in which
they are fed for the extraction of bottleneck features from larger
temporal contexts.

Searching the optimum number of DCT coefficients to use
in each band is realized on the set of corrupted TIMIT phones.
Fig. 3 depicts the percentage of variance (energy) covered on in-
stantaneous frequencies signals by [5 . . . 15] coefficients in each
band. As observed, more coefficients are needed in higher bands
where modulations are stronger and more noisy due to the wider
filters that are applied. However, we decided to use 10 coeffi-
cients in each band, from which the percentages start converging.
An example of reconstructing the instantaneous frequencies by
using 10 DCT coefficients is depicted in Fig. 4.

B. Hierarchical Deep Bottleneck Features

The complementary MFCC and frequency modulation fea-
tures are transformed and combined through a hierarchical net-
work of bottleneck DNNs for the extraction of long-term deep
features, which are augmented with speaker adapted features.
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Fig. 3. Variance percentage covered on the instantaneous frequencies com-
puted over the corrupted TIMIT phones after reconstructing them with a vary-
ing number of DCT coefficients. [5. .. 15] coefficients are tested in each band,
where Fc and BW correspond to its central frequency and bandwidth.
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Fig. 4. Extraction of Compressed Instantaneous Frequency (CIF) features:
Instantaneous frequency modulations in six Mel-spaced bands of phoneme “ah”
and their reconstructions (red thick lines) using 10 DCT coefficients per band.
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Fig. 5. Extraction of 42 deep hierarchical bottleneck features after transform-

ing and combining MFCCs with mean instantaneous modulation frequencies
(MIFs) spanning contexts of approximately 800 ms (9 x 9 = 81 frames).

As shown in Fig. 5, first, compression of 9-frame temporal con-
texts is realized for each feature set through bottleneck networks.
Subsequently, the activations of their bottleneck layers are con-
catenated and given in 9-frame vectors to the combination net-
work after reducing their dimensionality by applying Principal
Component Analysis (PCA), retaining 95% of the total vari-
ability. The final feature vector is formed after augmenting the
bottleneck features of the combination network with the initial
MFCCs transformed using feature-space Maximum Likelihood
Linear Regression (fMLLR).

VI. EXPERIMENTAL FRAMEWORK

We evaluate specific combinations (concatenations), indi-
cated as ‘+’, of MFCC and frequency modulation features for

three recognition schemes with GMM, DNN, and TDNN acous-
tic models. All features are extracted either on a noisy recording
from a single channel of a microphone array or on its denoised
version after delay and sum beamforming, indicated as (‘_dsb’)
in the results. The frequency modulation features (MIF and CIF)
are extracted on instantaneous frequencies that are estimated ei-
ther by single-channel Gabor ESA or after the proposed MMD
demodulation (‘_mmd’). Note that our intent is not to compare
directly beamforming and MMD results because the latter is
proposed for speech demodulation method and not for speech
denoising. However, we compare modulation features in DSR
tasks from single- and multi-channel demodulation, and addi-
tionally, we test those features on beamformed signals as well.
LDA, MLLT and fMMLR transformations are applied to fea-
tures according to [41]. More specifically, the three considered
recognition schemes are:

1) GMM-HMM recognition with triphones and speaker adap-

tive training on top of features of Fig. 6 for GMM.

2) Tandem recognition with subspace GMMs on hierarchical

deep bottleneck features of Fig. 5.

3) Hybridrecognition with DNN and TDNN acoustic models

on top of features of Fig. 6 for DNN.

The schemes are tested in three DSR corpora according to
their latest and optimized recipes we found in Kaldi repository.
We modified the front-end part of the recipes to support the
proposed combinations of features without changing the rest
of the scripts for LM, AM and decoding. More specifically,
GMM-, DNN-based, and tandem recognition is tested on the
DIRHA-English corpus, while hybrid recognition with TDNNs
is tested on the well known AMI and CHiME-4 corpora. Separate
AMs are trained for each corpus as described in the following
paragraphs.

A. Feature Extraction Configuration

Multiband speech demodulation is realized with a Mel-spaced
Gabor filterbank spanning the interval [0, F /2] Hz. The filter
placing and bandwidths are dictated by the Mel-scale and the
need for fixed overlap. In the case of MIF features, 12 filters are
used for the extraction of 12 features in each short-time frame.
Filters’ bandwidths are overlapped by 70% for better formant
localization. In the case of CIF features and in order to keep
dimensionality in controllable levels, six filters are used for the
extraction of 60 CIF (10 DCT coefficients per filter) features.
In this case, the frequency overlap between filters is reduced to
50% because the filters are wider, offering a sufficient coverage
over speech formants. Instantaneous frequencies are smoothed
with a 7-sample median filter in order to eliminate possible sin-
gularities that are caused by instabilities of the Teager-Kaiser en-
ergy operator in small amplitude values. Features are mean and
variance normalized to cope with long-term effects. Standard-
ization is applied per filter in utterance level before extracting
the features in frames. Multichannel demodulation is realized
by using the same channels which are employed for beamform-
ing according to the setup of each database. Finally, modulation
features are spliced in the same way as MFCCs and both sets are
concatenated to the input of the employed networks. Note that
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acoustic modeling.

LDA and fMMLR transformations, where they are referred, are
applied separately on top of the two feature streams, as depicted
in Fig. 6.

B. Delay-and-Sum Beamforming

Speech denoising is also used in the front-end stage, in which
the available multichannel data are beamformed by using the
Beamformlt tool [42] based on the setup of each database,
as described in VI-C. The Beamformlt tool a state-of-the-art
delay-and-sum beamformer that is extensively used in several
multichannel DSR systems and supports blind reference-
channel selection and two-step time delay of arrival Viterbi
postprocessing.

C. Mutli-Microphone DSR Corpora

DIRHA-English corpus: The corpus [43] includes one-
minute sequences simulating real-life scenarios of voice-based
domestic control. Real far-field speech was recorded in a
Kitchen-Livingroom space by 21 condenser microphones
arranged on pairs and triplets on the walls, and pentagon arrays
on the ceilings. 12 US and 12 UK English native speakers were
recorded on WSJ, phonetically-rich, and home automation
sentences. Moreover, clean speech was recorded in a studio by
the same speakers, on the same material, and convolved with the
corresponding room impulse responses to produce simulated
far-field speech. Overall, 1000 noisy and reverberant utterances
of real (dirha-real) and simulated (dirha-sim) far-field multi-
channel speech were extracted by the sequences and used for
experimentation. In our experiments, beamforming is applied
on the six channels (LA1-LAG6) of the pentagon ceiling-array
located in the livingroom.

AMI corpus: The proposed features are also tested on the
three tasks of the AMI meeting corpus [44] which consists of
100 hours of meeting recordings captured, transcribed and or-
ganized for DSR benchmarking according to three microphone
setups: a) individual headset microphones (IHM), b) single dis-
tant microphone (SDM), and ¢) multiple distant microphones
(MDM). The three tasks offer us the opportunity to test the ro-
bustness of the proposed features on various setups. For the
MDM scenario, the eight channels of the 10 cm radius circular
table array are combined via beamforming. Overlapping speech

Extraction and combination of MFCC-fMLLR [41] features with MIF (d = 12) and CIF (d = 60) frequency modulation features for GMM and DNN

segments are excluded from our experiments. Additionally, the
employed trigram language model is trained only on the tran-
scriptions of the train set, without using the Fisher transcriptions
as the standard Kaldi recipe supports. We report results on the
eval set.

CHIME-4 corpus: The CHIME-4 task [45] is a far-field speech
recognition challenge for single- and multi-microphone tablet
device recordings in everyday scenarios under four noisy envi-
ronments: street (STR), pedestrian area (PED), cafe (CAF) and
bus (BUS). For training, 1600 utterances were recorded in the
four environments from four speakers, and additional 7138 noisy
utterances were simulated from WSJO by adding noises from the
four noisy environments. The challenge setup consists of three
tracks in which recognition is realized by using one (1ch), two
(2ch), or six (6¢h) channels from the tablet array. Multichannel
recognition (2ch, 6¢h) is based on beamforming. We report re-
sults for the three tracks on the 2640 utterances of the evaluation
set, which consists of 330 utterances in each of the same eight
conditions. Our recognition setup, as described in the follow-
ing paragraphs, is based on the latest baseline Kaldi recipe in
which TDNN acoustic models are trained on beamformed sig-
nals, while no RNNLM rescoring is applied. Separate TDNNs
are trained for each task by using the corresponding data and
alignments, while the networks are cross-entropy (xent) regu-
larized using the clean speech part.

D. Data Augmentation for DIRHA-English

In the absence of sufficient training data for environments
with distant microphones, a practical and widely used approach
for acoustic modeling is to generate artificial training data
by simulating the expected acoustic conditions of the target
environment. The simulation process involves convolution of
studio-quality speech with room impulse responses and noise
addition in several SNR levels. We follow a slightly different
approach for the case of the DIRHA-English database, where
in order to increase robustness and reduce the training-testing
mismatch, we generate beamformed signals for training, like the
ones we intent to recognize. Thus, the ceiling-array recordings
for beamforming are simulated by using RIRs measured from
various positions in the room.
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E. Recognition Schemes

1) Baseline GMM-HMM System: A baseline GMM-HMM
recognizer is built based on the standard Kaldi recipe. First,
tied-state triphones are trained on 13 MFCCs with their first-
and second-order derivatives and then, LDA, MLLT and fMLLR
transformations [41] are applied to train speaker independent
models (#ri6). Gaussian subspace acoustic models (sgmm) are
also developed in which the universal background model (UBM)
is trained on the i6 GMMs. Regarding language modeling,
trigrams are trained on the transcriptions of the training sets.

2) Tandem Recognition: A GMM-HMM system is trained
on top of the deep bottleneck features extracted by the pro-
posed hierarchical scheme of bottleneck DNNs that is devel-
oped using TensorFlow. Each DNN consists of 6 hidden layers
([1048, 1048, 1048, 42,1048, 5000]) of tanh nonlinearities. The
bottleneck layer has 42 nodes while the last hidden layer acts
like mixture components of the pdf in the softmax layer, compa-
rable to GMMs. Nine frames are spliced and given to the input of
the network which is trained to classify 2.5 M frames from the
DIRHA-English corpus to one of each 3405 nodes of the softmax
layer corresponding to the senones of the baseline GMM-HMM
system that provides the frame-state alignments. The network
weights are trained layer-wise in 20 epochs by following the it-
erative stochastic gradient descent training using minibatches of
256 vectors. To prevent overfitting and for adjusting the learning
rate parameter, 10% of the training corpus (chosen randomly) is
used as cross-validation set.

3) Hybrid Recognition: Neural networks are trained to pro-
vide pseudo log-likelihood scores for HMM decoding. Herein,
DNNs [46] and Time Delay Neural Networks (TDNNs) [47] are
considered on spliced frames of MFCCs appended with mod-
ulation features. Substantially, their first layers act as feature
transformation and fusion units on the combined feature sets
similarly to the already described bottleneck networks. DNNs
of six fully-connected hidden layers of 2048 sigmoid nonlin-
earities are trained on mini-batches of 512 samples in which
9-frame splices of 40 fMLLR-transformed MFCCs are in-
cluded. Training is realized in three stages: 1) DBN pre-training,
2) frame cross-entropy training, and 3) sequence-training op-
timizing the sequential Minimum Bayes Risk criterion. The
developed TDNNS, capable of tackling long-term interactions
between speech and corrupting sources in reverberant environ-
ments, consist of five time-delay layers modeling multi-scale
contextsof {[—2, 2], [-1,1],[-1, 1], [-3, 3], [-6, 0]} compared
to the running frame in time ¢. Their input features are 11-frame
splices of 40-dimensional hi-resolution MFCCs appended with
100-dimensional i-vectors extracted using a 512-Gaussian
UBM. The training data are augmented by applying 3-way
speed perturbation using factors of [0.9,1.0,1.1] and rate
perturbations by picking uniformly random values in [0.125,2].

VII. RESULTS

Baseline recognition results on the DIRHA-English corpus
are presented in Table I where is evident how MIFs benefit
MFCCs in simulated and real data mostly a) when extracting
the features from a single channel, b) after using multichannel

TABLE I
GMM-HMM RECOGNITION WERS (%) WITH TRIPHONES ON COMBINATIONS
(“+”) OF MFCC AND MODULATION FEATURES EXTRACTED AFTER
MMD (“_MMD”) OR BEAMFORMING (“_DSB”)

Feat. Combinations dirha-sim | dirha-real average

MFCC 62.9 67.9 65.4

MFCC + MIF 47.7 529 50.3

MFCC + MIF_mmd 45.1 51.6 48.4

MEFCC_dsb 36.8 40.5 38.7

MFCC_dsb + MIF_dsb 37.2 38.8 38.0
TABLE IT

GMM-HMM RECOGNITION WERS (%) AFTER f MLLR-BASED
SPEAKER ADAPTIVE TRAINING (SAT)

DIRHA features |[mono| tri |-LDA-MLLT |[-fMLLR

dirha-sim MFECC_dsb|| 57.8 [36.8 31.8 24.3
+ MIF_dsb || 54.7 [37.2 32.8 26.6

dirha-real MFCC_dsb|| 61.5 |40.5 30.9 29.5
+ MIF_dsb || 52.3 [38.8 334 31.2

average MFCC_dsb|| 59.7 [38.7 31.4 26.9
+ MIF _dsb || 53.5 [38.0 33.1 28.9

TABLE IIT

TANDEM RECOGNITION WERS (%) WITH SUBSPACE GMMS ON
HIERARCHICAL DNN BOTTLENECK FEATURES APPENDED
WITH f MLLR-TRANSFORMED MFCCS

Feat. combinations dirha-sim | dirha-real average

MFCC_dsb 23.4 29.1 26.25

MFCC_dsb + MIF_dsb 22.8 28.8 25.8

MFCC_dsb + MIF_mmd 22.3 28.5 25.4

MFCC_dsb + CIF_mmd 21.6 27.8 24.7
TABLE IV

HYBRID RECOGNITION WERS (%) USING DNN ACOUSTIC MODELS
TRAINED ON MULTIPLE-FRAME COMBINED FEATURES

Feat. combinations dirha-sim | dirha-real average
MFCC_dsb-fmllr 19.0 25.0 22.0
MFCC_dsb-fmllr + MIF_dsb 18.8 24.6 22.0
MFCC_dsb-fmllr + MIF_mmd 18.3 24.3 21.3
MFCC_dsb-fmllr + CIF_mmd 18.0 239 20.9

demodulation, and c) after beamforming that yields the lowest
WER. On the other hand, as shown in Table II, although linear
transformations (LDA, MLLT and fMLLR) benefit MFCCs,
they deteriorate the performance of the combined features
because they are not uncorrelated and Gaussian like MFCCs.
However, better combinations are accomplished after using
DNN-based non-linear transformations. As shown in Table III,
hierarchical deep bottleneck features with subspace GMMs
yield significantly better results over the SAT system. Addi-
tionally, the contribution of modulation features is increased
after applying multichannel demodulation compared to beam-
forming. In hybrid recognition results of Table IV, the proposed
features achieve modest improvements on MFCC-fMLLR for
DNNSs. Accordingly, they also benefit hi-resolution MFCCs with
i-vectors for TDNNSs, yielding relative improvements up to
15% over the baseline Kaldi recipes, as Tables V, and VI show.
It also seems that CIF features benefit MFCCs mostly in hybrid
recognition compared to MIF. Moreover, it is worth mentioning
that in the results of Table VI, MMD appears improved when the
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TABLE V

WERS (%) ON AMI CORrPUS USING CROSS ENTROPY (XENT) REGULARIZED

TDNN WITH CLEANED DATA AND SEPARATE ALIGNMENTS PER TASK

Feat. combinations IHM | SDM | MDM
MFCC_dsb + ivector 25.7 50.1 439
MFECC_dsb + ivector + MIF_dsb 25.8 48.2 41.1
MFECC_dsb + ivector + MIF_mmd | 25.8 48.2 40.9
MFECC_dsb + ivector + CIF_mmd 25.6 46.8 40.3

TABLE VI

WERS (%) ON CHIME-4 SIM/REAL TEST SETS FOLLOWING THE BASELINE
KALDI RECIPE FOR TDNNS ON DELAY-AND-SUM BEAMFORMED SIGNALS

WITHOUT USING RNNLM RESCORING

simulated real
Feat. combinations Ich [ 2ch [ 6ch Ich | 2ch | 6ch
MFCC_dsb + ivector | 16.6 | 13.2 | 10.3 164 | 13.5 9.7
+ MIF_dsb 159 | 129 | 10.1 16.3 13.3 9.4
+ MIF_mmd 159 | 13.1 9.8 16.3 134 | 9.2
+ CIF_mmd 15.5 12.3 9.3 15.8 129 | 9.1

employed channels are increased from two to six. Finally, the
proposed features yield improvements in both real and simulated
data, and DSR performance is improved without degradation in
clean speech as indicated by the results on the AMI THM task.

VIII. CONCLUSION

A new approach is presented for robust demodulation of the
frequency micro-modulations of speech based on multichannel
speech energy tracking over the signals of a microphone array.
Better estimations of instantaneous frequencies enable the ex-
traction of improved modulation features which are combined
efficiently with standard feature sets in state-of-the-art recogni-
tion setups. Modest and consistent improvements are achieved
in three challenging DSR corpora.

(1]

(2]

(3]

[4]

[3]

(6]

(71

(8]

(9]

REFERENCES

D. Dimitriadis, P. Maragos, and A. Potamianos, “Robust AM-FM features
for speech recognition,” IEEE Signal Process. Lett.,vol. 12,n0. 9, pp. 621—
624, Sep. 2005.

D. Dimitriadis and E. Bocchieri, “Use of micro-modulation features in
large vocabulary continuous speech recognition tasks,” IEEE Trans. Audio,
Speech, Lang. Process., vol. 23, no. 8, pp. 1348-1357, Aug. 2015.

V. Mitra, W. Wang, H. Franco, Y. Lei, C. Bartels, and M. Graciarena,
“Evaluating robust features on deep neural networks for speech recognition
in noisy and channel mismatched conditions,” in Proc. Int. Conf. Speech
Commun. Technol., 2014, pp. 895-899.

I. Rodomagoulakis, G. Potamianos, and P. Maragos, “Advances in large
vocabulary continuous speech recognition in Greek: Modeling and non-
linear features,” in Proc. Eur. Signal Process. Conf., 2013, pp. 1-5.

V. Mitra et al., “Improving robustness against reverberation for automatic
speech recognition,” in Proc. IEEE Workshop Autom. Speech Recognit.
Understanding, 2015, pp. 525-532.

H. Hermansky, D. P. Ellis, and S. Sharma, “Tandem connectionist fea-
ture extraction for conventional HMM systems,” in Proc. IEEE Int. Conf.
Acoust., Speech, Signal Process., 2000, vol. 3, pp. 1635-1638.

T. N. Sainath, B. Kingsbury, and B. Ramabhadran, “Auto-encoder bottle-
neck features using deep belief networks,” in Proc. IEEE Int. Conf. Acoust.,
Speech, Signal Process., 2012, pp. 4153-4156.

D. Yu and M. L. Seltzer, “Improved bottleneck features using pretrained
deep neural networks,” in Proc. Int. Conf. Speech Commun. Technol.,2011,
pp. 237-240.

Z. Tiske, R. Schliiter, and H. Ney, “Deep hierarchical bottleneck
MRASTA features for LVCSR,” in Proc. IEEE Int. Conf. Acoust., Speech,
Signal Process., 2013, pp. 6970-6974.

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[31]

[32]

[33]

[34]

[35]

D. Yu and L. Deng, Automatic Speech Recognition: A Deep Learning
Approach. New York, NY, USA: Springer, 2014.

S. Kim, T. Hori, and S. Watanabe, “Joint CTC-attention based end-to-end
speech recognition using multi-task learning,” in Proc. IEEE Int. Conf.
Acoust., Speech, Signal Process., 2017, pp. 4835-4839.

A. Hannun et al., “Deep speech: Scaling up end-to-end speech recogni-
tion,” arXiv:1412.5567.

K. Kinoshita et al., “A summary of the REVERB challenge: State-of-the-
art and remaining challenges in reverberant speech processing research,”
EURASIP J. Adv. Signal Process., vol. 2016, no. 1, p. 7, 2016.

M. Harper, “The automatic speech recognition in reverberant environments
(ASpIRE) challenge,” in Proc. IEEE Workshop Autom. Speech Recognit.
Understanding, 2015, pp. 547-554.

D. Yu, K. Yao, H. Su, G. Li, and F. Seide, “Kl-divergence regularized deep
neural network adaptation for improved large vocabulary speech recog-
nition,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal Process., 2013,
pp. 7893-7897.

G. Saon, H. Soltau, D. Nahamoo, and M. Picheny, “Speaker adaptation of
neural network acoustic models using i-vectors,” in Proc. IEEE Workshop
Autom. Speech Recognit. Understanding, 2013, pp. 55-59.

V. Mitra et al., “Robust features in deep-learning-based speech recogni-
tion,” in New Era for Robust Speech Recognition. New York, NY, USA:
Springer, 2017, pp. 187-217.

M. Brandstein and D. Ward, Microphone Arrays: Signal Processing Tech-
niques and Applications. New York, NY, USA: Springer, 2013.

Y. Liu, P. Zhang, and T. Hain, “Using neural network front-ends on far
field multiple microphones based speech recognition,” in Proc. IEEE Int.
Conf. Acoust., Speech, Signal Process., 2014, pp. 5542-5546.

X. Xiao et al., “Deep beamforming networks for multi-channel speech
recognition,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal Process.,
2016, pp. 5745-5749.

M. Delcroix et al., “Multichannel speech enhancement approaches to
DNN-based far-field speech recognition,” in New Era for Robust Speech
Recognition. New York, NY, USA: Springer, 2017, pp. 21-49.

P. Swietojanski, A. Ghoshal, and S. Renals, “Hybrid acoustic models for
distant and multichannel large vocabulary speech recognition,” in Proc.
1IEEE Workshop Autom. Speech Recognit. Understanding, 2013, pp. 285—
290.

T. Ko, V. Peddinti, D. Povey, M. L. Seltzer, and S. Khudanpur, “A study on
data augmentation of reverberant speech for robust speech recognition,” in
Proc. IEEE Int. Conf. Acoust., Speech, Signal Process., 2017, pp. 5220—
5224.

P. Tsiakoulis, A. Potamianos, and D. Dimitriadis, “Instantaneous fre-
quency and bandwidth estimation using filterbank arrays,” in Proc. IEEE
Int. Conf. Acoust., Speech, Signal Process., 2013, pp. 8032-8036.

J. E. Kaiser, “On a simple algorithm to calculate the energy of a signal,” in
Proc. IEEE Int. Conf. Acoust., Speech, Signal Process., 1990, pp. 381-384.
P. Maragos, J. F. Kaiser, and T. F. Quatieri, “Energy separation in sig-
nal modulations with application to speech analysis,” IEEE Trans. Signal
Process., vol. 41, no. 10, pp. 3024-3051, Oct. 1993.

A. Potamianos and P. Maragos, “Speech formant frequency and band-
width tracking using multiband energy demodulation,” J. Acoust. Soc.
Am., vol. 99, no. 6, pp. 3795-3806, 1996.

D. Dimitriadis and P. Maragos, “Continuous energy demodulation meth-
ods and application to speech analysis,” Speech Commun., vol. 48, no. 7,
pp. 819-837, 2006.

“Speech detection and speaker localization in domestic environments.”
2014. [Online]. Available: http://dirha.fbk.eu/hscma

I. Rodomagoulakis, P. Giannoulis, Z.-I. Skordilis, P. Maragos, and G.
Potamianos, “Experiments on far-field multichannel speech processing
in smart homes,” in Proc. 18th Int. Conf. Digit. Signal Process., 2013,
pp. 1-6.

F. Jabloun, A. E. Cetin, and E. Erzin, “Teager energy based feature pa-
rameters for speech recognition in car noise,” IEEE Signal Process. Lett.,
vol. 6, no. 10, pp. 259-261, Oct. 1999.

D. Dimitriadis, P. Maragos, and A. Potamianos, “Auditory teager energy
cepstrum coefficients for robust speech recognition,” in Proc. Int. Conf.
Speech Commun. Technol., 2005, pp. 3013-3016.

J. F. Kaiser, “Some useful properties of Teager’s energy operators,” in Proc.
IEEE Int. Conf. Acoust., Speech, Signal Process., 1993, vol. 3, pp. 149—
152.

P. Maragos and A. Potamianos, “Higher order differential energy opera-
tors,” IEEE Signal Process. Lett., vol. 2, no. 8, pp. 152—154, Aug. 1995.
A.-O. Boudraa, J.-C. Cexus, and K. Abed-Meraim, “Cross (B)-energy
operator-based signal detection,” J. Acoust. Soc. Am., vol. 123, no. 6,
pp. 4283-4289, 2008.



RODOMAGOULAKIS AND MARAGOS: IMPROVED FREQUENCY MODULATION FEATURES FOR MULTICHANNEL DSR

[36]

[37]

[38]

[39]

[40]

[41]

S. Lefkimmiatis, P. Maragos, and A. Katsamanis, “Multisensor multiband
cross-energy tracking for feature extraction and recognition,” in Proc.
IEEE Int. Conf. Acoust., Speech, Signal Process., 2008, pp. 4741-4744.
I. Rodomagoulakis and P. Maragos, “On the improvement of modulation
features using multi-microphone energy tracking for robust distant speech
recognition,” in Proc. Eur. Signal Process. Conf., 2017, pp. 558-562.

J. B. Allen and D. A. Berkley, “Image method for efficiently simulating
small-room acoustics,” J. Acoust. Soc. Am., vol. 65, no. 4, pp. 943-950,
1979.

S. Nakamura, K. Hiyane, F. Asano, T. Nishiura, and T. Yamada, “Acous-
tical sound database in real environments for sound scene understanding
and hands-free speech recognition,” presented at the Int. Lang. Resources
and Eval. Conf. (LREC), 2000.

D. Dimitriadis, A. Potamianos, and P. Maragos, “A comparison of the
squared energy and Teager-Kaiser operators for short-term energy esti-
mation in additive noise,” IEEE Trans. Signal Process., vol. 57, no. 7,
pp. 25692581, Jul. 2009.

S. P. Rath, D. Povey, K. Vesely, and J. Cernocky, “Improved feature pro-
cessing for deep neural networks,” in Proc. Int. Conf. Speech Commun.
Technol., 2013, pp. 109-113.

[42]

[43]

[44]

[45]

[46]

[47]

849

X. Anguera, C. Wooters, and J. Hernando, “Acoustic beamforming for
speaker diarization of meetings,” IEEE Trans. Audio, Speech, Lang. Pro-
cess., vol. 15, no. 7, pp. 2011-2022, Sep. 2007.

M. Ravanelli, L. Cristoforetti, R. Gretter, M. Pellin, A. Sosi, and
M. Omologo, “The DIRHA-ENGLISH corpus and related tasks for distant-
speech recognition in domestic environments,” in Proc. IEEE Workshop
Autom. Speech Recognit. Understanding, 2015, pp. 275-282.

J. Carletta et al., “The AMI meeting corpus: A pre-announcement,”
in Proc. Int. Workshop Mach. Learn. Multimodal Interact., 2006,
pp. 28-39.

E. Vincent, S. Watanabe, A. A. Nugraha, J. Barker, and R. Marxer, “An
analysis of environment, microphone and data simulation mismatches in
robust speech recognition,” Comput. Speech Lang., vol. 46, pp. 535-557,
2017.

K. Vesely, A. Ghoshal, L. Burget, and D. Povey, “Sequence-discriminative
training of deep neural networks,” in Proc. Int. Conf. Speech Commun.
Technol., 2013, pp. 2345-2349.

V. Peddinti, D. Povey, and S. Khudanpur, “A time delay neural network
architecture for efficient modeling of long temporal contexts.” in Proc. Int.
Conf. Speech Commun. Technol., 2015, pp. 3214-3218.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


