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**A B S T R A C T**

The purpose of this paper is to demonstrate a perceptually based spatio-temporal computational framework for visual saliency estimation. We have developed a new spatio-temporal visual frontend based on biologically inspired 3D Gabor filters, which is applied on both the luminance and the color streams and produces spatio-temporal energy maps. These volumes are fused for computing a single saliency map and can detect spatio-temporal phenomena that static saliency models cannot find. We also provide a new movie database with eye-tracking annotation. We have evaluated our spatio-temporal saliency model on the widely used CRCNS-ORIG database as well as our new database using different fusion schemes and feature sets. The proposed spatio-temporal computational framework incorporates many ideas based on psychological evidences and yields significant improvements on spatio-temporal saliency estimation.
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1. Introduction

In biological vision systems there exist significant neurobiological and psychophysical evidences that the first stages of visual information processing include many feature detection processes. Since various stages of biological vision systems involve spatio-temporal processing and nature has a tendency to represent information in optimal ways, efficient perception-inspired spatio-temporal processing as well as easily computable features that can compactly represent salient structure in moving images should be one of the important early goals of video processing.

Visual attention is a cognitive mechanism employed by humans, animals and artificial systems for selecting the most important part of information from a visual stimulus and then perform more complex and demanding processes.

This field has been for years an active research subject for psychophysics and cognitive scientists, because attention mechanisms play a dominant role in human visual system.

Attention may have two modes, a top-down expectation-driven, and a bottom-up stimulus-driven, and so there is often a confusion between attention and visual saliency. Visual attention is a wider concept, which often includes many topics, such as top-down cognitive information processing, memory, object searching, task demands or expectations. On the other hand, visual saliency is a bottom-up process and is based on the sensory cues of a stimulus that make certain image or video regions more conspicuous. In addition to its cognitive and biological nature, several computational frameworks have also been proposed for modeling visual saliency [1], because it plays a significant role in many computer vision applications, such as object and action recognition [2–5] and movie summarization [6–8].

We propose a spatio-temporal computational frontend for visual saliency, which is suitable for estimating spatio-temporal events in video streams. Its design is built upon...
many ideas from biological and perceptual image processing, related to human vision modeling. During the past decades several computational approaches have been developed for visual saliency estimation in the spatial domain, which had incorporated many advanced techniques for processing the luminance and color modalities. More recently there appeared models for spatio-temporal estimation in video stimuli that are mainly based on simple motion estimation or spatio-temporal filtering rather than using only the classic static cues (intensity, color, orientation). Our approach is designed for spatio-temporal estimation and incorporates advances in both static and spatio-temporal pathways. A brief summary of biologically inspired feature detection methods as well as the spatial and spatio-temporal computational models is given in Section 2.

Our framework exhibits unification and computational economy in at least three important ways: it produces both spatio-temporal and static energy volumes by using the same multi-scale filterbank based on quadrature Gabor filters in three dimensions (space and time). In addition, the same framework can be applied for two different modalities, i.e. the image luminance and color stream modalities, producing independent spatio-temporal energy volumes. For the color stream we have incorporated many modern ideas such as LAB color space or PCA analysis. Further, our spatio-temporal framework can provide motion information in different scales and directions without having to process it as a separate cue or use a small number of frames like other video saliency approaches require. In this way, our approach achieves to detect both the fastest changes in the video stimuli (e.g. flicker) and the slowest motion changes related to action events. The produced energy maps can be integrated into a single spatio-temporal saliency map, by using different energy mixtures and fusion schemes. The complete model and the filtering details are analyzed in Section 3.

Our computational approach is evaluated in two different ways. At first we employed simple spatio-temporal stimuli, where our method manages to detect time-varying events that static saliency method cannot find. The second application is the prediction of human eye fixations while the subjects watch video stimuli, using a single spatio-temporal saliency map. We use two databases with eye-tracking data annotation: the CRCNS-ORIG [9] and our newly created Eye-Tracking Movie Database (ETMD). The latter was collected for the purposes of the presented study and comprises short video clips from Hollywood movies along with eye tracker data for 10 subjects. In Section 4 we describe the evaluation procedure and our experimental results in both these databases. In general, our method for spatio-temporal saliency estimation is quite promising as it achieves higher performance than many other state-of-the-art saliency models.

2. Background/related work

Assuming that visual information processing by several classes of optical neurons can be modeled by linear operators, there was a hot debate in the perceptual and neurophysiological research community during the 1960s and 1970s as to whether the early stages of visual information processing in primates can be modeled as spatial local feature detectors or as filterbanks in the frequency domain. From the side of spatial processing, Hubel and Wiesel [10,11] found in cat’s and monkey’s visual cortex simple cells whose behavior they described as approximately linear feature detectors with line-, edge- or bar-shaped receptive fields that exhibited scale and orientation selectivity. Since then these results have been confirmed and refined by many other researchers [12–14]. From the side of frequency domain, several researchers have argued, based on psychophysical experiments, that the early visual system can be approximately modeled using Fourier analysis ideas [15–17], mainly in one-dimension (1D) until Daugman [18] proposed a two-dimensional (2D) spatial filtering and Fourier analysis. In another experimental direction, Pollen and Ronner [19] found that adjacent simple cells in the visual cortex are tuned to the same spatial frequency and orientation, but their responses are in quadrature.

Daugman [20] also observed that, from a mathematical viewpoint, the antagonism between the spatial and frequency domain interpretations of visual information processing is illusionary, since neurons in the retina or visual cortex can both resemble filterbanks of bandpass filters, or, equivalently, convolutions with neuron responses that have excitatory or inhibitory regions in their center-surround receptive fields. He further extended the existing 1D Gabor theory [21,22] and proposed the 2D oriented Gabor filters as optimal models for simple cell impulse responses, where ‘optimality’ here means having minimal space–frequency uncertainty. Since then, Gabor filters in quadrature pairs have been extensively used in many early computer vision tasks, e.g. in 2D spatial texture analysis [23] and in spatio-temporal models for motion [24] and optical flow estimation [25,26].

For the modeling of receptive fields (RFs) of cells in the visual system in parallel to the use of Gabor filters, a few other approaches were also proposed such as Difference of Gaussians (DOG) filters by Wilson and Bergen [27] and the Derivatives of Gaussians (GD) (or in discrete form Difference of Offsets of Gaussians (DOOG)) by Young [28,29]. The former has limited applicability and was used mainly for isotropic center-surround RFs and edge detection [30]. The latter found a wider acceptance and was used for modeling the RFs of simple cells in primate visual systems, by applying Gaussian Derivatives up to tenth order instead of Gabor filters. As Koenderink and van Doorn [31] proved, for high orders the Gaussian derivatives become approximate Gabor filters. Later, the GD model was extended to spatio-temporal vision [32].

In addition, all the above filter models come at multiple scales (corresponding to the various frequency channels) and may be either isotropic (e.g. in the retina) or oriented (e.g. in the visual cortex). Moreover, there have also been other perception-inspired models for feature detection that are non-linear and based on ideas of phase congruency and quadrature energy, as in Morrone et al. [33,34]. Filterbanks with 2D spatial filters in quadrature pairs of the Gabor, GD, or similar type followed by nonlinear operations like energy computation or
half-wave rectification have been widely used in texture analysis [35,32,36] and boundary detection [37].

In parallel with the research in feature detection models, Treisman and Gelade [38] pointed out which visual features are important and how they can be integrated in human visual attention. Later, Koch and Ullman [39], based on these features, proposed a visual saliency model and introduced the spatial saliency map, which describes which image regions are more conspicuous. These two theories became the basis of many cognition-inspired attention models [40–43], while Itti et al. [44] provided an implementation of a bottom-up computational model for spatial visual saliency using three feature channels: intensity, color, and orientation. This model was later extended into a spatio-temporal model for visual saliency estimation in video streams by the use of two additional features: motion and orientation. This model was later extended into a spatial-spatio-temporal model for visual saliency estimation in video streams by the use of two additional features: motion and orientation. These computational models have found a wide acceptance and many other cognition-related approaches aiming at either spatial [2,46–48] or spatio-temporal analysis [49–51] have been based on them. In the same biological-inspired concept, the adaptive whitening saliency model [52] used spatial 2D log-Gabor filters and decorrelated the multiscale filter responses using PCA analysis in order to obtain a final saliency map in images.

Although the early methods for visual saliency drew inspiration from biological models of the human vision system, later approaches for saliency estimation were based on a Bayesian framework [53] and took advantage of the feature statistics of the images, such as Bayesian surprise over space or time [9,54] and salient object detection [55]. Zhang et al. [56] proposed a general framework for saliency using natural (SUN) scene statistics, while later they extended their model by including spatio-temporal features [57]. Several information theoretic measures have also been used like entropy of local features distributions [3]. Bruce and Tsotsos [58] proposed a model based on self-information from a prior local model for calculating saliency in image regions and later extended their model to a spatio-temporal version [59]. Hou and Zhang [60] proposed the incremental coding length as a measurement of the perspective entropy gain of each visual feature in order to achieve attention selectivity in both static and dynamic stimuli. Gao and Vasconcelos [61,62] computed visual saliency based on the mutual information between features and image regions. They used DOG and Gabor filters to measure the discriminative power of features in center-surround image regions. Later their initial model was combined with motion information to estimate spatio-temporal saliency in dynamic scenes [63]. Seo and Milanfar [64] used local regression kernels, in images or videos, and matrix cosine similarity to measure the self-resemblance of an image region with its local surroundings. Riche et al. [65] employed Gabor filtering in a PCA transformed color space and computed visual saliency as the rare regions of the image using both local and global contrast.

In another class of approaches, saliency is estimated in the frequency domain by frequency- or phase-selective tuning of the saliency map [66–68]. Such models are based on Fourier or discrete cosine transforms [66,69] while the quaternion Fourier transform is also used for combining color, intensity and motion features [70,71,68]. Fourier spectrum in spatio-temporal domain is also applied on video slices along x–t and y–t planes to separate foreground motion objects from backgrounds [72].

Most saliency methods have been developed mainly for still images. At present, there has not been much work on spatio-temporal saliency models. Instead, some static methods have been extended to a spatio-temporal version by using additional features related to temporal information or motion. For example, in [45,9,48] differences between the spatial orientation maps are employed as temporal features for saliency detection in videos. In [64] the authors extended their self-resemblance method by employing 3D local steering kernels for action and saliency detection in videos. In [73] a spatio-temporal filtering using temporal weighted sum is proposed for abnormal motion selection in crowded scenes, while [74] combine camera motion information with static features to study the differences between static and dynamic saliency in videos.

Recently, machine learning techniques have been adopted to detect saliency for still images [75] or videos [76–78] employing both low-level features, such as orientation, color, intensity and optical flow motion and high level features, such as face and object recognition. Moreover, probabilistic learning techniques based on bottom-up saliency and gist descriptors are also employed for task-specific [79] or multi-task [80] eye-tracking prediction in spatio-temporal stimuli. Further reviews of additional approaches for visual saliency estimation can be found in [81,82,1].

3. Spatio-temporal visual frontend

Our energy-based model for spatio-temporal visual saliency estimation is more relevant to the cognition-inspired

![Fig. 1. Overall process for spatio-temporal saliency estimation. First the original video is cut into small temporal segments and the RGB color space is transformed into LAB space or a PCA transformed color space. Then follows the Spatio-Temporal Dominant Analysis (STDA), which is applied both on luminance and color stream channels. The resulting energy volumes are combined under different fusion schemes to form a single spatio-temporal saliency map.](image_url)
saliency methods, based on Koch & Ullman theory. It uses biologically plausible spatio-temporal filters, like oriented 3D Gabor filters, in order to extract visual features which are composed into a single saliency map. The overall process is shown in Fig. 1. In a first phase the initial RGB video volume is transformed into the LAB space or into a PCA transformed space and split into two streams: luminance and color stream. Then follows the main process step, called Spatio-Temporal Dominant Analysis (STDA), which is applied both on luminance and color stream channels. (Recall that a separate motion cue is not needed since relevant information is indirectly provided by our spatio-temporal processing.) The last stage includes the fusion process in which different fusion methods and features mixtures are employed in order to produce a single spatio-temporal saliency map.

3.1. Preprocessing and color modeling

Let the 3-value vector \( I_{RGB}(x,y,t) \) be the RGB volume representation of the whole initial video, where \( x, y \) are frame-based spatial coordinates and \( t \) is the time index corresponding to each frame. The first preprocessing step is to cut the original video volume into successive segments, in order to avoid memory overloads during the spatio-temporal Gabor filtering. Each video segment consists of 128 frames, which correspond to 4–5 s duration for typical video rates. This is sufficient for our temporal analysis since the lowest temporal frequencies used cannot model more slowly changing events.

Then, follows the color modeling where we use a color space in which luminance and chromaticity components can be well separated, instead of the RGB color space in which the three color components \((R, G, B)\) are highly correlated. Specifically in our first approach we choose the CIE-LAB \((L', a', b')\) color space because this space, compared with other color spaces like HSI or YCbCr, has the additional property to be perceptually uniform. The CIE-LAB space is created from a nonlinear transformation on CIE-XYZ color space [83]. In our second approach for the color modeling we use the principal component analysis (PCA), which is inspired by neurophysiological evidences about the neural responses. First, we apply PCA in the initial RGB color vector.

Then we divide each component with the root of its eigenvalue in order to have a decorrelated and whitened representation \( I_i(x,y,t), i = 1, 2, 3 \) of the color space [52].

In the resulting video volume \( I_{LAB}(x,y,t) \) or \( I_i(x,y,t) \) the first component \((L^* \text{ or } L_1)\) expresses the perceptual response to luminance, while \((a', b') \text{ or } (I_2, I_3)\) describe the color information. In order to describe the color stream in videos by a single measure with positive values regardless to the specific color, we use the L2 norm of the components \(I_b, I_l\) that are related with color

\[
C_{PCA}(x,y,t) = \sqrt{I_1^2 + I_2^2}
\]

(1)

In the case of LAB color space we employed an approach that models the double color opponent cells that exist in primary visual cortex V1 and has been used in color constancy applications [84]. Instead of using the \((R, G, B)\) components, we use the chromaticity components \((a', b')\) that indirectly include the \(R – G\) and \(B – Y\) differences. The responses of the double opponent cells \( DO_a, DO_b \) can be computed as a weighted sum of single opponent cells’ responses \(SO_a, SO_b\) with different scales

\[
DO_a(x,y) = SO_a(x,y,\sigma_1) - w \cdot SO_a(x,y,\sigma_2)
\]

(2)

\[
DO_b(x,y) = SO_b(x,y,\sigma_1) - w \cdot SO_b(x,y,\sigma_2)
\]

(3)

where \(\sigma_1, \sigma_2\) are the scales of the center and surround receptive fields (RF) respectively and \(w \in [0, 1]\) controls the contribution of the surround cell. Cells with \(w=1\) respond only to color contrast while cells that have small \(w\) values enhance more the color regions of an image. We select \(w=0.6\) in order to have both edges and regions in the color stream. We have assumed \(\sigma_2 = 3\sigma_1\) since it is found by neurophysiological experiments that the surround receptive field is about 3 times larger than the center RF [85]. The responses of the single opponent cells can be implemented as a 2D Gaussian filtering

\[
SO_a(x,y,\sigma) = a' \cdot G_{RF}(x,y,\sigma),
\]

\[
SO_b(x,y,\sigma) = b' \cdot G_{RF}(x,y,\sigma)
\]

(4)
where $G_{RF}$ is a 2D Gaussian function with standard deviation $\sigma$. The resulting color stream that expresses both the color intensity and the contrast is given by

$$C_{ab}(x, y, t) = \sqrt{DQ_{ab}^2(x, y, t) + DG_{ab}^2(x, y, t)}$$  \hspace{1cm} (5)

Finally, for each video segment $I_{lab}(x, y, t)$ or $I(x, y, t)$ we keep the first component as the luminance stream and color stream $C_{ab}(x, y, t)$ ($G_{FG}(x, y, t)$). These two visual information streams are forwarded to the main stage of our frontend, the STD analysis, for spatio-temporal energy feature extraction.

### 3.2. Spatio-Temporal Dominant Analysis

In this subsection we will describe the core stage of our perception-inspired frontend for visual saliency. As shown in Fig. 2, STD can be divided into three individual stages. The first stage consists of the spatio-temporal Gabor filtering, while the others include postprocessing procedures like quadrature pair energy computation and dominant energy selection followed by an optional Temporal Moving Average (TMA) applied on the resulting raw energies. We note that the same STD method is applied without changes to both luminance and color stream modalities.

#### 3.2.1. 3D Gabor filtering

The first step of STD is the filtering process of the video volume. Among the filtering approaches that have been proposed based on psychophysical experiments, the two with the wider acceptance are the Gabor filters and the Gaussian Derivatives (GD). We choose to use oriented Gabor filters in a spatio-temporal version, due to their biological plausibility and their uncertainty-based optimality [21,20]. In addition, for high order derivatives the GD filters are approximations of the Gabor filters [31].

GD filters combined with their Hilbert transform (quadrature pair) are widely used in many spatial and spatio-temporal tasks [37,86], mainly because they can be implemented in an efficient way since they are steerable [87]. Gabor filters, or the other hand, are not strictly mathematically steerable but as Heeger [25,26] showed they can become separable, which means that a high dimensional Gabor filter can be built from 1D Gabor impulses responses.

In addition, 3D spatio-temporal filtering is also applied in [64] by employing a 3D extension of the Local Steering Kernel (LSK) [88]. These kernels are nonlinear and describe temporal voxel differences based on spatial and temporal gradient information inside a local 3D neighborhood. However, their nonlinear nature requires a lot of processing time and memory storage for the feature extraction. Thus, a small space–time neighborhood (e.g. $3 \times 3 \times 3$) is usually employed and the video resolution is down-sampled to a single and very coarse spatial scale. In [73] a low-pass spatial filter with a weighted temporal average is employed for the spatio-temporal filtering of motion features extracted with optical flow.

On the other hand, our proposed 3D filterbank is based on linear and biologically inspired Gabor filters which can describe both the gradient and texture information of the image in multiple scales as well as spatio-temporal changes and patterns related with motion and action. Our temporal analysis is also multi-scaled as we have included Gabor filters at different scales and spatio-temporal directions and does not use only a small number of successive frames. With this approach we can detect both fast changes in the video stimuli (e.g. flicker) and slow and complex motion changes related with action events. Spatio-temporal Gabor filtering has also been employed in [89] but separately in the $x - t$ and $y - t$ planes and not in a 3D multi-scale and multi-orientation manner; further, they test their model on synthetic stimuli and simple videos with elementary motion examples.

So, we apply quadrature pairs of 3D (spatio-temporal) Gabor filters with identical central frequencies and bandwidth. These filters can arise from 1D Gabor filters [21] in a similar way as Daugman proposed 2D oriented Gabor filters [18]. An 1D complex Gabor filter consists of a complex sine wave modulated by a Gaussian window. Its impulse response with unity norm has the following form:

$$g(t) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{t^2}{2\sigma^2} \right) \exp(j\omega_0 t) = g_c(t) + jg_s(t)$$  \hspace{1cm} (6)

The above complex filter can be split into one odd(sin)-phase ($g_c(t)$) and one even(cos)-phase ($g_s(t)$) filters, which form a quadrature pair filter. Almost all Gabor filters are bandpass filters whose center frequency coincides with their modulating frequency $\omega_0$; the only exception where they become lowpass filters is when $\omega_0 = 0$ which makes them Gaussians. Thus, we can cover the whole spatio-temporal 3D spectral domain with Gabor filters whose frequency responses are centered around specific frequencies, including the zero spatial and temporal frequencies which correspond to the case when we have no variation in this direction (static information).

The 3D Gabor extension (as for example used for optical flow in [26]) yields an even ($\cos$) 3D Gabor filter whose impulse response is

$$g_c(x, y, t) = \frac{1}{(2\pi)^{3/2}\sigma_x\sigma_y\sigma_t} \exp \left[ -\left( \frac{x^2}{2\sigma_x^2} + \frac{y^2}{2\sigma_y^2} + \frac{t^2}{2\sigma_t^2} \right) \right] \cos(\omega_{x0}x + \omega_{y0}y + \omega_{t0}t)$$  \hspace{1cm} (7)

where $\omega_{x0}, \omega_{y0}, \omega_{t0}$ are the spatial and temporal angular center frequencies and $\sigma_x, \sigma_y, \sigma_t$ are the standard deviations of the 3D Gaussian envelope. Similarly for the impulse response of odd (sin) envelope which we denote by $g_s(x, y, t)$. The frequency response of the even ($\cos$) 3D Gabor Filter will have the following form:

$$G_c(\omega_x, \omega_y, \omega_t) = \frac{1}{2} \exp\left[ -\left( \sigma_x^2(\omega_x - \omega_{x0})^2 / 2 \right. \right.$$  

$$\left. + \sigma_y^2(\omega_y - \omega_{y0})^2 / 2 + \sigma_t^2(\omega_t - \omega_{t0})^2 / 2 \right]$$  

$$\left. + \frac{1}{2} \exp\left[ -\left( \sigma_x^2(\omega_x + \omega_{x0})^2 / 2 \right. \right.$$  

$$\left. + \sigma_y^2(\omega_y + \omega_{y0})^2 / 2 + \sigma_t^2(\omega_t + \omega_{t0})^2 / 2 \right] \right]$$  \hspace{1cm} (8)
Thus, the frequency response of an even (cos) Gabor filter consists of two Gaussian ellipsoids symmetrically placed at frequencies \( \omega_{xy} \) and \( -\omega_{xy} \). Fig. 3 shows isosurfaces of the 3D spatio-temporal filterbank as well as a top view of a filterbank slice designed at some temporal frequency \( \omega_0 \). Note that the symmetric lobes of each filter appear at the plane defined by the temporal frequency \( -\omega_0 \) in contrast with the 2D case. So, if we want to cover the spatial frequency plane at each temporal frequency we must include in our filterbank both positive and negative temporal frequencies. Further, the bandwidth of each filter varies with the spatial scale and temporal frequency.

The 3D filtering is a time consuming process due to the complexity of all required 3D convolutions. However, Gabor filters are separable [25], which means that we can filter each dimension separately using an impulse response having the form (6). In this way, we apply only 1D convolutions instead of 3D, which increases the efficiency of the computations.

Then the 3D output can be easily composed from 1D filtering outputs by using simple trigonometric properties in two steps (first 2D and then 3D). First, we compose the 2D spatial output from the impulse responses \( g_x(x), g_y(y), g_z(z) \) for both the even- and odd-phase filter (we show the equations only for the luminance modality; the procedure is the same for color stream)

\[
y^{2D}_c(x, y, t) = (I_1(x, y, t)g_c(x)h_c(y)) - (I_1(x, y, t)g_c^*(x)h_c^*(y)) \\
y^{2D}_s(x, y, t) = (I_1(x, y, t)g_s(x)h_s(y)) + (I_1(x, y, t)g_s^*(x)h_s^*(y))
\] 

Fig. 3. Isosurfaces of the 3D spatio-temporal filterbank and a top view of a filterbank slice designed at temporal frequency \( \omega_0 \). Isosurfaces correspond at 70%-peak bandwidth magnitude while different colors are used for different temporal frequencies. We can see that the symmetric lobe of each filter appeared at the plane defined by the temporal frequency \( -\omega_0 \) in contrast with the 2D case. We also note that the bandwidth of each filter changes depending on the spatial scale and temporal frequency: (a) filterbank at \( \omega_0 \) (top view); (b) filterbank at \( -\omega_0 \) (top view); (c) spatio-temporal filterbank at 5 different spatial scales, 1 of 8 orientation and 5 temporal frequencies; and (d) spatio-temporal filterbank at 5 different spatial scales, 8 spatial orientations and 3 of 5 temporal frequencies.
Then the final 3D output corresponding to spatio-temporal filtering can be obtained by convolving the above 2D output with the 1D temporal impulse responses

\[ y_{c}^{3D}(x, y, t) = y_{c}^{2D}(x, y, t) * s_{x}(t) - y_{c}^{2D}(x, y, t) * s_{y}(t) \] (11)

\[ y_{i}^{3D}(x, y, t) = y_{i}^{2D}(x, y, t) * s_{x}(t) + y_{i}^{2D}(x, y, t) * s_{y}(t) \] (12)

For an image of size \( n \times n \times n \) and a convolution kernel of \( m \times m \times m \), the complexity is reduced from \( O(n^3m^3) \) that is required for 3D convolutions to \( O(3n^3m^3) \) that is required for three separable 1D convolutions. Moreover, our 3D filterbank is highly parallelized as the basic operation is a simple 1D convolution and each 3D filter can be computed independently. At this time, the total computational time is about 6–8 s per video frame using Matlab code without any optimization for speed up in a 4-core personal computer.

For the spatio-temporal filterbank we used \( K=400 \) Gabor filters (isotropic in the spatial components) which are arranged in five spatial scales, eight spatial orientations and ten temporal frequencies. The spatial scales and orientations are selected to cover a squared 2D frequency plane in a similar way to the design by Havlicek et al. [90]. Then both center frequencies and Gaussian bandwidths are divided by the spatial sampling frequencies in order to get discrete filters with normalized frequency parameters that can be directly applied at every image size. We note that this process can lead to anisotropic spatial Gabor filters for non-square images, although the original design includes isotropic filters.

We use 10 temporal Gabor filters, five at positive and five at negative center frequencies due to the 3D spectrum symmetries. These are linearly spaced to span the normalized frequency axis and each filter’s half-peak octave bandwidth is 0.75 octaves. Gabor filters in the temporal domain can model time varying patterns in the video, in a similar way that 2D Gabor describe texture patterns in video, while the use of different temporal frequencies can detect motions that have different directions. Fig. 3 shows spatio-temporal views of our design of this 3D filterbank. Note that including both positive and negative frequencies does not increase the filtering complexity because, due to Gabor filters’ separability, no additional convolutions are needed but only changing the signs at (11) and (12).

Finally, for the static (spatial only) filterbank we use the same spatial parameters with zero temporal frequency \( (L=40 \text{ filters}) \), while for the lowpass filter we use both spatial and temporal zero frequencies. These three filterbank types can generate different features which play an important role in estimating spatio-temporal visual saliency. The spatio-temporal filterbank can detect motion activities, while the static one can find significant image regions which may attract human attention such as specific texture or strong edges. The low-pass filter can be related to what many models refer to as “intensity conspicuity” and describes video regions that have high values of luminance or color stream inside a spatio-temporal window (defined by the 3D Gaussian bandwidth).

### 3.2.2. Postprocessing

After the filtering process, for each filter \( i \) we obtain a quadrature pair output \( (y_{c}^{3D}(x, y, t), y_{i}^{3D}(x, y, t)) \) which corresponds to the even- and odd-phase 3D filter outputs. For each filter we can compute the total Gabor energy \( E() \), which is invariant to the phase of the input, by taking the sum of the squared energy of these two outputs

\[ E(y_{c}^{3D}, y_{i}^{3D}) = (y_{c}^{3D}(x, y, t))^2 + (y_{i}^{3D}(x, y, t))^2 \] (13)

After applying the above energy operator to each filter we have \( K=400 \) energy volumes for the spatio-temporal part \( (STDE_i) \), \( L=40 \) for the static part \( (SE_i) \) and one for the low-pass filter \( (LE_i) \); see Fig. 2. In order to form one volume for each of these three independent filtering parts we apply the first step of Dominant Component Analysis\(^1\) both to spatio-temporal and static energy volumes. Specifically, for each voxel \((x, y, t)\) we keep its maximum value between all existing energy volumes

\[ STDE = \max_{1 \leq i \leq K} ST_{E_i}, \quad SDE = \max_{1 \leq i \leq L} SE_{i}, \quad LE = \max_{1 \leq i \leq L} LE_{i} \] (14)

Instead of keeping only the dominant energy we can keep the \( N \) highest spatio-temporal energies for each voxel and afterwards compute the average or the min value of them. This makes our analysis more robust to noise but requires \( N \) times more memory and storage space. In our experiments \( N \) assumes values in the range \([1, 6]\). For the lowpass energy we apply a simple center-surround difference in order to enhance regions which have significantly different values from their background. At each voxel of the video segment we subtract from its low-pass energy value \( (LE_{i}(x, y, t)) \) the average value of the entire low-pass energy volume

\[ LE(x, y, t) = \left| LE_{i}(x, y, t) - \overline{LE_{i}}(x, y, t) \right| \] (15)

Finally, we have three raw energy volumes for each luminance and color stream: spatio-temporal dominant energy \( STDE \) (see Figs. 5b and e and 6b and e), static dominant energy \( SDE \) (see Figs. 5c and f and 6c and f) and lowpass energy \( LE \) (see Figs. 5d and g and 6d and g). These raw energy volumes can be used as feature pools for composing a single saliency map under different fusion schemes.

Alternatively, these energy volumes can become further smoothed by applying a temporal moving average (TMA). Thus, each frame energy is computed as the mean inside a temporal window which includes \( T \) successive frames whose total duration is 1 s. In this way, we integrate visual events which take place close in time, in a similar way that humans are believed to do. A spatial Gaussian smoothing can also be applied, in order to find more compact and dense energy regions.

---

\(^1\) Dominant component analysis on the outputs of Gabor filterbanks has been used for 2D texture analysis and segmentation in [91,90,92] and for spatio-temporal action classification in [93,94]. It may include additional steps of demodulation.
4. Spatio-temporal visual saliency

With the above described visual frontend, we obtain six energy volumes which quantitatively describe different aspects of visual saliency and thus provide a spatio-temporal feature set. In order to obtain a single spatio-temporal saliency map we combine these volumes using different fusion schemes. These can be categorized based on the applied fusion method or the specific feature subset used.

For fusion we have experimented with three widely used functions: min, max, mean, which correspond to different approaches in feature integration. Using the max we search for video regions that are salient in at least one energy map, the min keeps as salient those voxels which have high energy value in all energy volumes, whereas the mean lies somewhere in the middle. In the first step, we apply the selected fusion function to the dynamic volumes (luminance STDE and color STDE) and static volumes (luminance SDE, color SDE, luminance LE and color LE) independently. Then, we normalize both resulting volumes in the range $[0, 1]$. Finally, we fuse the normalized static and dynamic volumes by employing the same function used in the first step.

We have selected five feature subsets which are defined by which energy volumes we keep: (1) only luminance STDE, (2) luminance STDE and color stream STDE, (3) luminance STDE and color LE, (4) luminance and color stream STDE, luminance and color stream SDE, (5) all six energy volumes. The motivation behind these choices is that the luminance STDE describes the motion better, which is important for spatio-temporal saliency, while color information can be integrated both dynamically (STDE) or statically (LE). The use of all six energies means that both luminance and color stream are integrated into the final saliency map in a spatio-temporal (Lum.STDE, Col.STDE) as well as a spatially or temporally static (Lum.SDE, Col.SDE, Lum.Low, Col.Low) way.

For the qualitative evaluation of our spatio-temporal frontend we have created several simple stimuli where a time-varying event takes place among other spatial salient objects. In Fig. 4 we see two examples of these spatio-temporal stimuli. We also provide the saliency maps created by three state-of-the-art spatial saliency models (AWS [52], GBVS [48], Hou et al. [66]) as well as our spatio-temporal dominant energy (STDE). The general static background consists of some green and blue circles among many red circles. In stimulus A we have included a

![Fig. 4. Two synthetic spatio-temporal stimuli with the saliency maps created by three state-of-the-art static saliency models. We also see our STDE that detects the spatio-temporal events: (a) stimuli A and (b) stimuli B.](image-url)
<table>
<thead>
<tr>
<th>Stimuli B</th>
<th>AWS</th>
<th>GBVS</th>
<th>Hou et al.</th>
<th>STDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Image]</td>
<td>[Image]</td>
<td>[Image]</td>
<td>[Image]</td>
<td>[Image]</td>
</tr>
</tbody>
</table>

**Fig. 4.** (continued)

**Fig. 5.** Example frames of the six energy volumes computed using our frontend on the video beverly01 from CRCNS-ORIG database. The beams of the *slide* on the right is detected by both luminance and color STDE, while the yellow “slide” is detected by only the Low-pass color energy.
blinking red circle whereas stimulus B contains a moving gray circle with low contrast. We see that all spatial saliency models detect as salient objects only the green and blue circles since they do not contain any temporal information. On the other hand our approach, which includes STDE, can detect both the spatial and the two time-varying events due to the multi-scale temporal filtering.

4.1. Evaluation on CRCNS-ORIG database

In order to quantitatively evaluate our proposed saliency estimation model we employ the widely used database CRCNS-ORIG by Itti et al. [9], which contains 50 short-length color video (about 25 minutes total playtime) with human eye-tracking annotation. Fig. 5 shows example frames of all six energies computed using our frontend from the video beverly01 of the CRCNS-ORIG database. We note that the beams of the “slide”, which is introduced on the screen right after camera movement, are detected by both luminance and color STDE as these could be considered as spatio-temporal texture patterns. On the other hand the yellow “slide” is detected only by the low-pass color energy because, despite the fact that it moves, it retains a flat structure in the spatial domain. So this region is filtered by the spatial part of the 3D Gabor filter. The luminance SDE, as we can also see, models static texture patterns or edges while the luminance low-pass energy detects regions that have higher absolute luminance in relation to the frame’s average.

We have tried to keep the same evaluation framework as in [82]. We compared our results according to the three evaluation scores, as they are described in [82]: Correlation Coefficient, Normalized Scanpath Saliency, Area Under Curve. Despite the spatio-temporal character of our method these three measures are computed at each frame separately.

Correlation Coefficient (CC) expresses the relationship between the model’s saliency map and the saliency map created by centering a 2D gaussian at each viewer’s eye fixation. Normalized Scanpath Saliency (NSS) is computed on the model’s saliency map, after zero mean normalization and unit standardization, and shows how many times over the whole map’s average is the model’s saliency value at each human fixation. For NSS computation we subtract from the saliency map its average value and then divide with its standard deviation. Then the values of this normalized saliency map at each viewer fixation position consist the NSS values. As final NSS value we take the mean over all viewers fixations, while a negative NSS shows that the model cannot predict saliency region better than random selection. Area Under Curve (AUC) is defined by the area under the receiver operating characteristic (ROC) curve [95]. For our evaluation we consider saliency as a binary classification problem, in which saliency regions are included in the positive class while non-salient pixels form the negative set. Model’s saliency values are the single features. After thresholding these values we take an ROC curve and subsequently the AUC measure. Instead of selecting the negative points uniformly from a video frame we use the shuffled AUC [56], which can be more robust across center-bias issue. According to shuffled AUC, we select the negative points from the union of all viewers’ fixations across all other frames except the frame for which we compute the AUC. For more details about the above evaluation scores the reader is referred to [82,1].

The results for the different fusion functions and feature subsets using both raw and TMA energies are shown in Tables 1 and 2. We see that the raw energies perform in general better than the TMA. The mixture containing all energies gives the highest value for AUC score, while mixtures including luminance STDE and color low-pass yield large values w.r.t. CC and NSS. The fusion schemes using the mean have better performance and achieve higher values for the shuffled AUC. On the other hand, the min-based scheme for the luminance STDE and color low-pass feature mixture gives the best CC and NSS scores. In addition, the fusion schemes including only the dynamic volumes STDE can achieve a fairly good performance.
partly because in video viewing temporal information has a significantly greater influence to the human attention than the static components. Moreover, we see that the use of the PCA transformed color space gave better results than the LAB color space. Despite the fact that the LAB color space is perceptually inspired, the PCA gives uncorrelated color streams adapted to each image content. In addition, there are physiological evidences that many processes in the human brain are closely related with the decorrelation of the input stimulus.

In Table 3 we see results after employing different functions in our dominant energy analysis. Specifically, we kept the \( N=4, 6 \) more dominant energy volumes and then we applied three different functions: mean, max, min. We have also used our best fusion scheme: mean fusion function, all energies as feature subset and raw energies. We see improvement to all evaluation metrics for both the mean and the min function. The results for the max function are by default the same regardless the number of dominant energies. So, taking the min (or mean) among \( N \) more dominant energies may be more robust to noise and computational errors than the classic dominant analysis but it requires more computational resources as well. In addition, the use of \( N=6 \) volumes seems to yield an additional increment to the results when we use the min function.

In order to compare our proposed method with other methods we have evaluated 15 state-of-the-art methods with publicly available code. In our comparisons we have included three spatio-temporal models that are related with the three basic approaches for visual saliency: (1) cognitive inspired \([45,48]\), (2) statistical framework \([64]\) and (3) frequency domain analysis \([71,68]\). Their results are presented in Table 4 together with our method’s version that includes: dominant energy analysis using max function, PCA approach for the color stream, mean fusion function, all six energies as feature subset, raw energies and a gaussian spatial smoothing. Table 4 also presents the scores achieved by a Gaussian blob centered at the center of the image.

According to our evaluation results our visual frontend outperforms the other saliency estimation methods. Some of them are cognitively inspired \([44,2]\) or use recent ideas about visual saliency, such as information theory measures.
ICA analysis with precomputed basis using datasets of natural images [58, 56] and saliency estimation in the frequency domain [66], but they do not process the videos in the temporal direction as they are originally designed for static images. Our proposed method also outperforms the three state-of-the-art spatio-temporal models that include a temporal information channel but estimate motion by computing differences between 2D orientation maps of successive frames [45, 48] or using a small number of (e.g. 2–3) frames, instead of applying spatio-temporal filtering at different scales and orientations as in our proposed frontend. Regarding the shuffled AUC score, which is robust across center-bias issue, our method scores as well as the AWS method. On the other hand, our method outperforms the AWS w.r.t. CC and NSS scores. The AWS method uses spatial 2D log-Gabor filters and decorrelates the multiscale filter responses using PCA analysis [52] in order to obtain the final saliency map. In our method, we use simpler ideas like dominant energy analysis and separable Gabor filters and process the video volume simultaneously in three dimensions (spatial and temporal). The combination of our method with the static AWS method gives a significant improvement in the AUC score.

We have to note that many of the methods we have evaluated are designed and used for still images. Therefore applying them at each video frame in video sequences becomes a time consuming process in most cases (e.g. [75]). Our proposed method is designed for videos and is purely bottom up since it is based on perceptually inspired spatio-temporal features and uses simple and fast fusion techniques instead of machine learning or other advanced and complex methods for feature integration. Finally, we note that the employed evaluation measures, which were widely used in the literature, are designed for static images; so the frame by frame evaluation of the visual saliency in a video stimuli is not always the best choice.

### 4.2. Eye-Tracking Movie Database (ETMD)

In our general effort to deal with the movie summarization problem it would be useful if we could evaluate our visual saliency model on a database that contains longer and more complex video clips. For this reason, we have developed a database comprising video clips from Hollywood movies which we have enriched with eye-tracking human annotation: the Eye-Tracking Movie Database (ETMD). Specifically, we cut two short video clips (about 3–3.5 min) from each one of six Oscar-winning movies of...
various genres: Chicago, Crash, Departed, Finding Nemo, Gladiator, Lord of the Rings – The return of the King. We tried to include scenes with high motion and action as well as dialogues. These clips were annotated with eye-tracking data by 10 different people (annotation data from at least eight people were collected for each clip). We asked them to see in full screen these clips both in grayscale and in color, while an eye-tracking system recorded their eyes fixations on the screen. Specifically, we have used the commercial Eye Tracking System TM3 provided by Eye-TechDS. This device uses a camera with infrared light and provides a real time continuous gaze estimation, defined as fixation points on the screen. The tracker’s rate has been selected to be synchronized with the video frame rate in order to have one fixation point pair per frame. For visual saliency problems a weighted average between two eye fixations is provided, which is defined either by the mean, if both eyes are found by the eye-tracker, or only by the detected eye’s fixation. If neither eye is detected or the fixations lie out of screen boundaries, fixation gets a zero value. Fig. 7 shows examples of the fixation points at frame #500 for each of the 12 movie clips. We see that in most cases the fixation points of all viewers lie in general close to each other. By analyzing the eye-tracking data we provide in Table 5 useful statistics regarding the database, such as the number of frames, total duration and valid fixation points per frame, and find correlations among the different viewers and between the color and grayscale version of each movie clip. We see that the fixations are generally correlated both between the different users and the version (color or grayscale) of each movie clip. However, in some movies, such as CHI, the fixations data are highly correlated while other clips (FNE Clip 2, LOR Clip 2) have lower correlation values.

We have applied and evaluated our computational model on this novel database in a similar way as we did for the CRCNS-ORIG database. Fig. 6 shows example frames of all six model’s energies computed on the video Lord of the Rings (Clip 1) from our new Eye-Tracking Movie Database (ETMD). We note that the white galloping horse is perfectly detected by only the luminance STDE, since its color information is negligible. The Luminance/color SDE and Low-pass energies model static objects or regions in the video sequence, like the rock in the bottom-left and the clouds in the air.

The results for the different fusion schemes using the PCA transformed color space and the both Raw and TMA energies are shown in Table 6. Here, we keep the minimum of the $N=6$ more dominant spatio-temporal energy volumes. There is also one additional subset of features: luminance STDE evaluated on grayscale annotated clips.

**Fig. 7.** Examples of the fixation points at frame no. 500 for each of the 12 movie clips. With green + are the fixations points over the color version of each clip, while with red • are the points for the grayscale version. Best viewed in color: (a) CHI Clip 1; CHI Clip 2; (c) CRA Clip 1; (d) CRA Clip 2; (e) DEP Clip 1; (f) DEP Clip 2; (g) FNE Clip 1; (h) FNE Clip 2; (i) GLA Clip 1; (j) GLA Clip 2; (k) LOR Clip 1; and (l) LOR Clip 2.
Our goal for this addition was to also evaluate our method without the influence of the color stream. We see that according to all 3 metrics the TMA energies perform significantly better than the Raw in this new dataset. They give smoother energies and so the salient events in the movies can be determined more accurately. We can see that the STDE and color low-pass feature subset has in general the best performance and the mean fusion performs quite better than the other schemes. The above results, regarding the TMA energies and the best feature and fusion scheme, are different than those we have obtained for the CRCNS-ORIG, in which the all energies mixture with Raw energies gave the best results. This could be explained as we consider that an object with high motion and color intensity may attract human attention more than the static parts of the scene. Moreover, regarding the grayscale versus color annotation, we saw that color based energy volumes can improve the performance over using only the luminance STDE and confirms the need for incorporating color information in a saliency model. Thus, it seems that the luminance only STDE is adequate for the grayscale version of annotation, whereas the availability of color modeling clearly provides helpful additional information in the case of color annotation. This can be explained by the fact that despite the apparent correlation between the fixations points over the two versions (grayscale or color) of each clip, in many cases the viewers focus on different places in the video when the color information is on. We also note that the ETMD is a quite challenging database due to the existence of many shot and scene changes in the Hollywood movies. Finally, movies are highly face-biased, which means that during a movie the viewer mostly focuses on actors faces.

In order to compare our method’s performance with the other state-of-the-art models we have evaluated the same visual saliency methods as in the CRCNS-ORIG. Their results are presented in Table 7 together with our best method’s version that includes: dominant energy analysis using the minimum of the $N = 6$ more dominant spatio-temporal energies, the PCA based color space, mean fusion function, luminance STDE and color low-pass energy as feature subset and TMA energies. We see that in this
movie dataset our perceptually inspired spatio-temporal method yields a higher performance than any other evaluated state-of-the-art saliency model.

5. Conclusion

In this work we have dealt with the problem of spatio-temporal visual saliency with applications in eye-tracking annotated videos. We have proposed a new spatio-temporal computational visual frontend for estimating visual saliency. Our approach performed better than many other methods over the CRCNS-ORIG database, according to certain numerical criteria. It yields a quite high performance also for our new eye-tracking annotated movie database. Special thanks to Nassos Katsetasmanis for his advices during database collection and detailed comments on the paper.
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