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Abstract

This paper presents a robust and general method for estimating the transfer functions of microphone array post-filters, derived under
various speech enhancement criteria. For the case of the mean square error (MSE) criterion, the proposed method is an improvement of
the existing McCowan post-filter, which under the assumption of a known noise field coherence function uses the auto- and cross-spectral
densities of the microphone array noisy inputs to estimate the Wiener post-filter transfer function. In contrast to McCowan post-filter,
the proposed method takes into account the noise reduction performed by the minimum variance distortionless response (MVDR) beam-
former and obtains a more accurate estimation of the noise spectral density. Furthermore, the proposed estimation approach is general
and can be used for the derivation of both linear and nonlinear microphone array post-filters, according to the utilized enhancement
criterion. In experiments with real noise multichannel recordings the proposed technique has shown to obtain a significant gain over
the other studied methods in terms of five different objective speech quality measures.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The problem of multichannel speech enhancement has
received much attention the last two decades. The main
advantage of microphone arrays against single channel
techniques is that they can simultaneously exploit the
spatial diversity of speech and noise, so that both spectral
and spatial characteristics of signals are considered. The
spatial discrimination of an array is exploited by beam-
forming algorithms (Veen and Buckley, 1988). In many
cases though, the obtainable noise reduction performance
is not sufficient and post-filtering techniques are applied
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to further enhance the output of the beamformer. The most
common-used criterion for speech enhancement is the
mean-square error (MSE), leading to the Multichannel
Wiener filter. This optimal multichannel MSE filter has
been shown in Simmer et al. (2001) and Trees (2002) that
can be factorized into a minimum variance distortionless
response (MVDR) beamformer, followed by a single chan-
nel Wiener post-filter. However, the MSE distortion of the
signal estimate is essentially not the optimum criterion for
speech enhancement (Ephraim and Mallah, 1984; Ephraim
and Mallah, 1985). More appropriate distortion measures
for speech enhancement are based either on the MSE of
the spectral amplitude or on the MSE of the log-spectral
amplitude, leading to the short-time spectral amplitude
(STSA) estimator (Ephraim and Mallah, 1984) and the
log-spectral amplitude (log-STSA) estimator (Ephraim
and Mallah, 1985), respectively. These estimators have also
been proved to decompose into a MVDR beamformer
followed by a single channel post-filter (Balan and Rosca,
2002). In general, all these post-filters accomplish higher
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noise reduction than the MVDR beamformer alone, there-
fore their integration in the beamformer output leads to
substantial SNR gain.

Despite their theoretically optimal results, Wiener, STSA
and log-STSA post-filters are difficult to realize in practice.
This is due to the requirement for knowledge of second
order statistics for both the signal and the corrupting noise
that makes these filters signal-dependent. A variety of post-
filtering techniques trying to address this issue have been
proposed in the literature (Zelinski, 1988; Fischer and Sim-
mer, 1996; Meyer and Simmer, 1997; Cohen and Berdugo,
2002; McCowan and Bourlard, 2003; Cohen, 2004). A quite
common method for the formulation of the post-filter trans-
fer function is based on the use of the auto- and cross-power
spectral densities of the multichannel input signals (Simmer
et al., 2001; Zelinski, 1988; McCowan and Bourlard, 2003).
One of the early methods for post-filter estimation is due to
(Zelinski, 1988), which was further studied by Marro et al.
(1988). The generalized version of Zelinski’s algorithm is
based on the assumption of a spatially uncorrelated noise
field. However this assumption is not realistic for most of
the practical applications, since the correlation of the noise
between different channels can be significant, particularly at
low frequencies. If a more accurate model of the noise field
could be used, the overall performance of the noise reduc-
tion system would be improved. McCowan and Bourlard
(2003) replaced this assumption by the more general
assumption of a known noise field coherence function and
extended the previous method (Zelinski, 1988) to develop
a more efficient post-filtering scheme. However, a drawback
in both methods is that the noise power spectrum at the
beamformer’s output is over-estimated (McCowan and
Bourlard, 2003; Fischer and Kammeyer, 1997) and there-
fore the derived filters are sub-optimal. Moreover, these
two estimation methods are not applicable for the cases of
the STSA and log-STSA post-filters, a subject on which
we will focus in detail.

In this paper, we deal with the problem of estimating the
transfer functions of microphone array post-filters, derived
under the three most commonly used speech enhancement
criteria (MSE, MSE-STSA, MSE log-STSA). Specifically,
we present a robust method for estimating the speech and
noise power spectral densities to be used in the transfer
functions. This method is general, appropriate for a variety
of different noise conditions, as it preserves the general
assumption of a known model for the coherence function
of the noise field; and can be applied to both linear and non-
linear post-filters. The noise power spectrum is estimated by
taking into account the noise reduction performed already
by the MVDR beamformer. This approach is different from
the one followed by McCowan and Bourlard (2003) who
ignored this noise reduction in their method. In this way
it is shown that the obtainable estimation of the noise spec-
tral density is more accurate and leads to better results. This
is confirmed with experiments on the CMU multichannel
database (Sullivan, 1996), by using five different objective
speech quality measures.
The rest of this paper is organized as follows: Section 2
contains mainly background material. It describes the
recording procedure for speech signals in a noisy acoustic
environment and establishes the statistical model for multi-
channel speech enhancement in the joint time–frequency
domain. In addition discusses the derivation of the MVDR
beamformer along with the Wiener, STSA and log-STSA
post-filters. The main contributions of this paper are in
Sections 3 and 4. In Section 3 the coherence function, a
popular measure for characterizing different noise fields,
is presented and a novel post-filter estimation scheme is
proposed. Finally, in Section 4 the performance of the pro-
posed method is evaluated in speech enhancement experi-
ments, using multichannel noisy office recordings.

2. Multichannel speech enhancement

Let us consider a N-sensor linear microphone array in a
noisy environment where a desired source signal is located
at a distance r and at an angle h from the center of the array.
The observed signal, xi(n), i = 0, . . . ,N � 1, at the ith sensor
corresponds to a linearly filtered version of the source signal
s(n), plus an additive noise component vi(n):

xiðnÞ ¼ diðn; h; rÞ � sðnÞ þ viðnÞ; ð1Þ

where di(n;h, r) is the impulse response of the acoustic path
from the desired source to the ith sensor and * denotes
convolution. Due to the non-stationary nature of the
speech and the noise components, a short-time analysis
must follow. The observed signals are divided in time into
overlapping frames and in every frame a window function
is applied. Then, each frame is analyzed by means of the
short-time Fourier transform (STFT). Assuming time-
invariant transfer functions we can express the observed
information in the joint time–frequency domain as

Xðk; ‘Þ ¼ Dðk; h; rÞSðk; ‘Þ þ Vðk; ‘Þ; ð2Þ

where k and ‘ are the frequency bin and the time frame
index, respectively, and

Xðk; ‘Þ ¼ X 0ðk; ‘Þ X 1ðk; ‘Þ � � � X N�1ðk; ‘Þ½ �T;
Dðk; h; rÞ ¼ D0ðk; h; rÞ D1ðk; h; rÞ � � � DN�1ðk; h; rÞ½ �T;
Vðk; ‘Þ ¼ V 0ðk; ‘Þ V 1ðk; ‘Þ . . . V N�1ðk; ‘Þ½ �T:

The complex vector D(k;h, r) is called the array steering
vector or the array manifold (Trees, 2002) and incorporates
all the spatial characteristics of the array. The impulse
response of every acoustic path, in a non-reverberant envi-
ronment, can be modeled as an attenuated and delayed
Kronecker delta function di(n;h, r) = ai(h, r)d(n � si(h, r)),
where ai is the attenuation factor and si is the time delay
expressed in number of samples. This delay represents the
additional time needed by the source signal to travel to
the ith sensor after it has reached the center of the array.
In the non-reverberant case the ith element of the
array steering vector can be written as Diðk; h; rÞ ¼
aiðh; rÞe�jxksiðh;rÞ (Doclo and Moonen, 2003) with xk the
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discrete-time angular frequency corresponding to the kth
frequency bin.

By using this model our goal is to estimate the source sig-
nal s(n) in an optimal sense, given the noisy observations at
the microphones’ outputs. In this paper we are going to
focus on three optimization criteria for speech enhancement.
These are the most commonly used and have been proved to
lead to estimators that can be decomposed into a MVDR
beamformer followed by a single channel post-filter. The
examined estimators are the minimum mean square error
(MMSE) estimator, the MMSE short-time spectral ampli-
tude (MMSE–STSA) estimator and the MMSE short-time
log-spectral amplitude estimator (MMSE log-STSA).

To derive the above estimators the a priori probability
density function (pdf) of the speech and the noise Fourier
coefficients should be known. Since in practice this is not
the case and furthermore their measurement is a compli-
cated and cumbersome task, the following assumptions
(Ephraim and Mallah, 1984), motivated by the central limit
theorem, are adopted:

(1) The source signal is a gaussian random process with
zero mean and power spectrum /ss.

(2) The noise signals are gaussian random processes with
zero mean and cross-spectral density matrix Uvv.

(3) The source signal is uncorrelated with the noise sig-
nals and the Fourier coefficients of each process are
independent in different frequencies.

With the establishment of the statistical model, we can pro-
ceed with the derivation of the aforementioned estimators.
However, first we shall give a very brief description of the
MVDR beamformer, since as already mentioned it pos-
sesses essential role in the derived solutions.
2.1. MVDR beamformer

An approach for estimating the source signal from its
noisy instances is to process the vector X(k, ‘) which con-
sists of the noisy observations, with a matrix operation
WH(k, ‘), where W(k, ‘) is a column vector N · 1 and (Æ)H

denotes Hermitian transpose. This procedure is known as
filter and sum beamforming (Johnson and Dudgeon,
1993). To obtain an optimal beamformer we have to
minimize the power spectrum of the output1 given by
/yy = WHUxxW, where Uxx is the auto-spectral density
matrix of the noisy inputs. In order to avoid the trivial
solution, W = 0, we use the distortionless criterion,
WHD = 1, which demands that in the absence of noise,
the output of the MVDR beamformer must equal with
the desired signal.

The weight vector WH emerging from the solution of
this constrained minimization problem, corresponds to
1 Without loss of generality we omit the dependency of k and ‘, for
simplicity.
the MVDR or superdirective beamformer and is given by
(Bitzer and Simmer, 2001; Cox et al., 1987)

WH ¼ DHU�1
vv

DHU�1
vv D

: ð3Þ

An important property of the MVDR beamformer is that it
maximizes the array gain jWHDj2

WHUvvW
(Cox et al., 1987; Cox

et al., 1986), which is a measure of the increase in signal-
to-noise ratio (SNR) that is obtained by using an array
rather than a single microphone.

2.2. Multichannel MMSE estimator

Since we have assumed that the source and noise signals
are vector gaussian random processes, the MMSE estima-
tor reduces to a linear estimator. Next, we derive this esti-
mator under a vector space viewpoint (Kay, 1993).

The optimum weight vector Wopt transforms the input
signal vector X, which is corrupted by additive noise V,
into the best MMSE approximation of the source signal
S. To find this optimum weight vector, which constitutes
the Multichannel Wiener filter, we have to minimize the
MSE at the beamformer’s output. In the joint time–fre-
quency domain the error at the beamformer’s output is
defined as E ¼ S �WHX and the optimum solution,
assuming that matrix Uxx is invertible, is given by

Wopt ¼ U�1
xx Uxs; ð4Þ

where Uxs is the cross-spectral density vector between the
source signal and the noisy inputs. Under the assumption
that the source signal and the noise are uncorrelated, it
has been shown in Simmer et al. (2001) and Trees (2002)
that (4) can be further decomposed into a MVDR beam-
former followed by a single channel Wiener filter, which
operates at the output of the beamformer:

WH
opt ¼

DHU�1
vv

DHU�1
vv D|fflfflfflfflffl{zfflfflfflfflffl}

WH
mvdr

� /ss

/ss þ /nn

� �
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Wiener post-filter

; ð5Þ

where /nn is the power spectrum of the noise at the output
of the beamformer. We determine /nn as

/nn ¼WH
mvdrUvvWmvdr ¼ DHU�1

vv D
� ��1

: ð6Þ

From (5) we can easily obtain the MMSE estimator asbS ¼WH
optX .

2.3. Optimal nonlinear estimators

From a perceptual point of view, the information we get
from the phase is insignificant compared to the information
obtained from the speech spectral amplitude (Vary, 1985).
Thus, it seems more suitable to estimate the speech spectral
amplitude instead of the complex spectrum. If we write
S(k, ‘) = A(k,‘)ejw(k, ‘) where A(k, ‘) is the short-time
spectral amplitude and w(k, ‘) is the phase, then the
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MMSE–STSA estimator for the kth spectral component, is
given by the conditional mean (Ephraim and Mallah,
1984):

bA ¼ EfAjx0ð�Þ; . . . ; xN�1ð�Þg; ð7Þ

where E{ Æ } denotes statistical expectation. Since
{x0(Æ), . . . ,xN�1(Æ)} and {X0(Æ), . . . ,XN�1(Æ)} are equivalent
representations, and furthermore the Fourier coefficients
of each process are uncorrelated at different frequencies,
i.e. Xi(k1) is independent of Xj(k2) for k1 5 k2, (7) can be
rewritten as

bA ¼ EfAjfX 1; . . . ;X N�1g ¼ Xg

¼
Z 1

0

A
Z 2p

0

pðA;wjXÞdw

� �
dA; ð8Þ

where p(A,w) is the joint probability of the amplitude and
phase signals.

In a similar way to the MMSE–STSA, the MMSE log-
STSA minimizes the mean square error of the log-spectral
amplitude. In fact this distortion measure according to
(Ephraim and Mallah, 1985) seems more meaningful. For
this case the estimator is given by the following conditional
mean

bAlog ¼ expðEflnðAÞjXgÞ: ð9Þ

The assumed gaussian statistical model leads to Rayleigh
distributed joint probability

pðA;wÞ ¼ A
p/ss

exp � A2

/ss

� �
: ð10Þ

Moreover the conditional pdf p(XjA,w) is given by

pðX jA;wÞ ¼ 1

pN detðUvvÞ
expð�ðXH � S�DHÞU�1

vv ðX �DSÞÞ:

ð11Þ

This conditional pdf can be factorized into the product of
two functions as

pðX jA;wÞ ¼ gðA; T ðXÞÞhðXÞ; ð12Þ

where g depends only on A and T(X), h depends only on
the matrix X of the noisy observations and T(X) is the out-
put of the MVDR beamformer

T ðXÞ ¼ DHU�1
vv X

DHU�1
vv D
¼WH

mvdrX : ð13Þ

According to the Factorization Theorem (Poor, 1998) T(X)
turns out to be sufficient statistics for A. Moreover, the
authors in Balan and Rosca (2002) state that T(X) is suffi-
cient statistics for S and any function of S, q(S). The above
lead to the conclusion that for any prior pdf of S, the con-
ditional pdf of S or of a function q(S) with respect to the
noise observations X, is equivalent with the conditional
pdf with respect to T(X):

pðqðSÞjXÞ ¼ pðqðSÞjT ðXÞÞ: ð14Þ
Having this equivalence in mind, it is straightforward to
prove that the conditional mean of q(S) with respect to X
reduces to (Balan and Rosca, 2002):

EfqðSÞjXg ¼ EfqðSÞjT ðXÞg: ð15Þ

The above result is of great importance and will be used for
the derivation of the MMSE–STSA and MMSE log-STSA
estimators.

2.3.1. Multichannel MMSE–STSA estimator

To derive the MMSE–STSA estimator we use (15) for
the case of q(S) = A obtaining

bA ¼ EfAjY ¼ T ðXÞg; ð16Þ

that is we have to estimate the conditional mean of the
spectral amplitude with respect to the output of the MVDR
beamformer. Recalling that the MVDR beamformer satis-
fies the distortionless criterion, we will have at its single
channel output

Y ¼ S þDHU�1
vv V

DHU�1
vv D

: ð17Þ

The closed form expression of (16) can be obtained
(Ephraim and Mallah, 1984) as

bA ¼GðuÞR; ð18Þ

GðuÞ ¼Cð1:5Þ
ffiffiffi
u
p

c
exp �u

2

� 	
1þ uð ÞI0

u
2

� 	
þ uI1

u
2

� 	h i
; ð19Þ

where R is the spectral amplitude of Y, Y(k, ‘) =
R(k, ‘)e j#(k, ‘), C is the gamma function and I0, I1 are the
modified Bessel functions of zero and first order respec-
tively. The variable u is defined as

u ¼ n
1þ n

� c; ð20Þ

where n and c are known as a priori and a posteriori SNR,
respectively and are defined as

n ¼ /ss

/nn
; c ¼ R2

/nn
: ð21Þ

Since we have estimated the spectral amplitude bA, we can
now use the phase of the noisy MVDR output to obtain
the enhanced speech signal as bS ¼ bAej#. The whole proce-
dure is equivalent to first processing the noisy observations
with the MVDR beamformer and then applying to the sin-
gle channel output Y, a post-filter with transfer function
G(u) given by (19).

2.3.2. Multichannel MMSE log-STSA estimator

For the derivation of the MMSE log-STSA estimator we
use once again (15) for the case of q(S) = ln (A) obtaining

bAlog ¼ EflnðAÞjY ¼ T ðXÞg; ð22Þ

i.e. we have to estimate the conditional mean of the log-
spectral amplitude with respect to the output of the MVDR
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beamformer. In this case the closed form expression of (22)
can be obtained (Ephraim and Mallah, 1985) as

bAlog ¼ GlogðuÞR; ð23Þ

GlogðuÞ ¼
n

1þ n
exp

1

2

Z 1

u

e�t

t
dt

� �
; ð24Þ

where R is the spectral amplitude of Y (17) and n and c are
defined in (21). Once again, we can consider that the en-
hanced speech signal bS is obtained by processing the noisy
observations X with the MVDR beamformer and then
applying to the single channel output a post-filter with
the transfer function provided in (24).
3. Post-filter estimation

In the case of the MVDR beamformer the weight vector
WH

mvdr in (3) can be evaluated since it is data independent.
In fact, even if there is no prior knowledge of the noise
cross-spectral density matrix Uvv, we can prove that there
exists a solution depending only on the auto-spectral den-
sity matrix of the noisy observations Uxx. Noting that
Uxx can be written as Uxx = /ssDDH + Uvv, under the
assumption that speech and noise are independent, and
using the Matrix Inversion lemma (Kay, 1993) we can
express DHU�1

xx as

DHU�1
xx ¼

DHU�1
vv

1þ ð/ss=/nnÞ
: ð25Þ

Then it is trivial to show that the following equality holds:

WH
mvdr ¼

DHU�1
xx

DHU�1
xx D

: ð26Þ

On the contrary, from an inspection on (5), (19) and (24)
we can see that it is required first to estimate the quantities
/ss and /nn in order to derive the studied post-filters. For
the estimation of the above quantities we propose later a
novel estimation method using the complex coherence
function (Elko, 2001).
Fig. 1. Multichannel speech enhancement system with post-filter.
3.1. Noise field analysis

In microphone array applications, noise fields can be
classified according to the degree of correlation between
noise signals at different spatial locations. A common mea-
sure that is used to characterize a noise field is the complex
coherence function. The coherence function between two
signals xi and xj, located at discrete locations, is equal to
the cross-power spectrum /xixj

of these two processes nor-
malized by the square root of the product of the auto-
power spectrums /xixi

and /xjxj
(Elko, 2001):

CxixjðxÞ ¼
/xixj
ðxÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

/xixi
ðxÞ/xjxj

ðxÞ
q : ð27Þ
The coherence is a normalized cross-spectral density func-
tion; in particular, the normalization constrains (27) so that
the magnitude-squared coherence lies in the range
0 6 jCxixj j

2
6 1.

In a diffuse or spherically isotropic noise field, noise of
equal energy propagates in all directions simultaneously.
The sensors of a microphone array will receive noise signals
that are mainly correlated at low frequencies but have
approximately the same energy. Diffuse noise field can
serve as a model for many applications concerning noisy
environments, e.g. cars and offices (Meyer and Simmer,
1997; McCowan and Bourlard, 2003). The complex coher-
ence function for such a noise field can be approximated by
(Elko, 2001)

CvivjðxÞ ¼
sinðxfsr=cÞ

xfsr=c
8x; ð28Þ

where vi,j stand for the noise in sensors i and j, r is the dis-
tance among the sensors, c is the velocity of sound and x is
the discrete-time angular frequency. For the experiments in
this paper the assumption of a diffuse noise field will be
considered.

3.2. Generalized estimation approach

In the current section we propose a novel estimation
method for the derivation of the studied post-filters, which
is appropriate for a variety of different noise fields and
optimal for all the discussed minimization criteria (i.e.
MSE, MSE-STSA, MSE log-STSA). An overview of the
overall multichannel-based noise reduction system is
shown in Fig. 1. Note that the various cases (different min-
imization criteria) differ with respect to the kind of the
post-filter used at the output of the MVDR beamformer.
In particular, the overall estimator includes the following
stages:

(1) The multichannel input signals are fed into a time
alignment module. The outputs of this module are
the scaled and aligned inputs to account for the
effects of propagation. The output signals can be
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denoted in matrix form as X 0 = I Æ S + V 0, with
I = [1, . . . , 1]TN · 1 column vector.2

(2) The multichannel noisy observations are projected to
a single channel output Y (17) with minimum noise
variance, through the MVDR beamformer.

(3) One of the examined post-filters, according to the uti-
lized criterion, is applied to the output Y.
3.2.1. Source signal spectral estimation

Under the adopted assumptions and the additional
hypothesis of a homogeneous noise field, i.e. the noise
power spectrum is the same on all sensors (/vivi

¼ /vv8i),
the computation of the auto- and cross-power spectrums
of the time aligned input signals on sensors i and j, results
to

/xixj
¼ /ss þ /vivj

; ð29Þ
/xixi
¼ /ss þ /vv: ð30Þ

If we have available an estimation of the coherence func-
tion then immediately emerges, by replacing in (27) xi

and xj with vi and vj, respectively, that the noise cross-spec-
tral density /vivj

is given by

/vivj
¼ /vvCvivj : ð31Þ

Eqs. (29)–(31) form a 3 · 3 linear system. By noting that
/xixi
¼ /xjxj

and solving for /ss we obtain:

/̂ij
ss ¼

Ref/̂xixjg � 1
2
ð/̂xixi þ /̂xjxjÞRefĈvivjg

1�RefbCvivjg
; ð32Þ

which is the derived estimation of /ss using the auto- and
cross-spectral densities between sensors i and j. The nota-
tion ð̂�Þ stands for the estimated quantity. The average
between the auto-power spectrums of channels i and j

improves robustness. The use of the real operator Re{ Æ }
is justified by the fact that the power spectrum is by defini-
tion real. Robustness of the estimation is further improved

by taking the average over all
N
2

� �
possible combinations

of channels i and j, resulting in

/̂ss ¼
2

NðN � 1Þ
XN�2

i¼0

XN�1

j¼iþ1

/̂ij
ss: ð33Þ

This result was first derived in McCowan and Bourlard
(2003) for the estimation of the Wiener post-filter numera-
tor (5) but is also a part of our extended method which gen-
eralizes to all the minimization criteria. The authors in
McCowan and Bourlard (2003), in order to obtain the
overall transfer function, estimated the denominator
/ss + /nn (5) as the average of the sum of the N auto-power
spectrums /xixi

:

/ss þ /nn ¼
XN�1

i¼0

/xixi
: ð34Þ
2 In the following we will use X and refer to these aligned signal versions.
This estimation approach leads to a sub-optimal solution
(McCowan and Bourlard, 2003; Fischer and Kammeyer,
1997), since it over-estimates the noise power spectrum at
the output of the MVDR beamformer. This is attributed
to the fact that the noise attenuation already provided by
the beamformer is not taken into account.

3.2.2. Noise spectral estimation

We propose a more accurate method for the estimation
of /nn which leads to the optimal solution. Furthermore,
with the proposed method, in contrast to (McCowan and
Bourlard, 2003), we obtain a separate estimation of the
noise power spectral density at the output of the beam-
former, /nn, which can also be used for the derivation of
the nonlinear post-filter transfer functions provided in
(19) and (24).

Under the assumption of a homogeneous noise field and
employing (6), /nn can be written as

/nn ¼ /vvW
H
mvdrC vvWmvdr ¼

/vv

DHC�1
vv D

; ð35Þ

where Cvv is the coherence matrix of the noise field defined
as

C vv ¼

1 Cv0v1
. . . Cv0vN�1

Cv1v0
1

..

. . .
.

CvN�1v0
. . . 1

0
BBBB@

1
CCCCA: ð36Þ

Thus, in order to estimate /nn we need only to estimate /vv.
Solving the system of Eqs. (29)–(31) for /vv, results in

/̂ij
vv ¼

1
2
ð/̂xixi þ /̂xjxjÞ �Ref/̂xixjg

1�RefbCvivjg
; ð37Þ

which is the estimation of /vv using the auto- and cross-
spectral densities between sensors i and j. Using a similar
rational with /ss, improved robustness is achieved by tak-
ing the average of the auto-power spectrums between chan-
nels i and j and by averaging over all combinations of
channels:

/̂vv ¼
2

NðN � 1Þ
XN�2

i¼0

XN�1

j¼iþ1

/̂ij
vv: ð38Þ

It should be noted that the estimation of /̂ij
ss (32) and /̂ij

vv

(37) leads to an indeterminate solution in the case thatbCvivj ¼ 1, for all i 6¼ j. A simple approach to avoid this
problem is to bound the model of the coherence function
so as bCvivj < 1, for all i 6¼ j.

An alternative approach only for the estimation of the
Wiener post-filter denominator /ss + /nn (5), is to estimate
the power spectrum /yy, directly from the output of the
MVDR beamformer. However, in such case the estimation
lacks robustness since we have available only one output
signal to make the estimation, instead of the N signals we
use in our approach.



S. Lefkimmiatis, P. Maragos / Speech Communication 49 (2007) 657–666 663
For practical purposes, one can cope with the deficiency
of the MVDR to remove sufficiently the noise for low fre-
quencies, by using instead of /nn a modified version
expressed as

/nn ¼
/vv for x 6 x1;

/nn for x > x1;




where x1 sets the bound for the low frequency region. Once
we have estimated the quantities /ss and /nn the derivation
of the discussed post-filters provided in (5), (19) and (24)
can be accomplished in a straightforward manner.
Table 1
4. Experiments and results

To validate the effectiveness of the proposed post-filter
estimation method, we compare its performance to other
multichannel noise reduction techniques, including the
MVDR beamformer (Bitzer and Simmer, 2001), the gener-
alized Zelinski post-filter (Zelinski, 1988) and the McCo-
wan post-filter (McCowan and Bourlard, 2003), under
the assumption of a diffuse noise field. In addition, we pro-
vide comparisons with the noise reduction results obtained
by using at the output of the MVDR beamformer the
‘‘decision directed’’ estimation approach (Ephraim and
Mallah, 1984). This is a single channel method used to esti-
mate the transfer function of the post-filter.
Speech quality results from speech enhancement experiments on the CMU
database

SSNRE (dB) IS LAR LLR (dB) LSD (dB)

Noisy input – 1.973 8.314 6.920 8.341
MVDR 0.024 1.260 10.969 6.409 6.794
Zelinski 0.097 5.950 13.774 9.912 6.166
McCowan 5.707 3.279 6.764 7.156 3.775
MMSEdda 3.071 13.518 8.575 8.666 4.921
STSAdd 2.137 6.984 9.439 6.936 5.519
Log-STSAdd 2.621 11.559 9.392 7.417 5.135
MMSE 6.361 0.988 4.425 4.742 3.511
STSA 6.221 0.992 4.431 4.727 3.525
Log-STSA 6.320 0.989 4.425 4.733 3.512

a Suffix ‘‘dd’’ refers to the ‘‘decision directed’’ method.
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Fig. 2. MVDR beamformer directivity factor that describes the ability of
the beamformer to suppress the noise field. For the low frequency region it
shows a low gain.
4.1. Speech corpus and system realization

The microphone data set used for the experiments is the
CMU microphone array database (Sullivan, 1996). The
recordings were collected in a computer lab by a linear
microphone array with eight sensors spaced 7 cm apart,
at a sampling rate of 16 kHz. The array was placed on a
desk and the speaker was seated directly in front of it at
a distance of 1 m from its center. For each array recording
there exists a corresponding clean control recording. The
room had multiple noise sources, including several com-
puter fans and overhead air blowers. These noise condi-
tions can be effectively modeled by a diffuse noise field.
The reverberation time of the room was measured to be
240 ms and the average SNR of the recordings is 6.5 dB.
The corpus consists of 130 utterances, 10 speakers of 13
utterances each.

The time aligned noisy input microphone signals are
divided in time into frames of 400 samples (25 ms) with
overlap of 300 samples (�19 ms) between adjacent frames.
At each frame a Hamming window is applied and a STFT
analysis takes place. Afterwards, the transformed inputs
are fed into the MVDR beamformer. In order to overcome
the gain and phase errors of the microphones and the prob-
lem of the self-noise, the weight vector of the MVDR
beamformer is computed under a white noise gain con-
straint (Cox et al., 1986). The post-filter transfer function
of each studied method is derived by applying as inputs
in the noise reduction system (see Fig. 1), the noisy speech
signals. The auto- and cross-spectral densities /xixi
and /xixj

are computed using the short-time spectral estimation
method proposed in Allen et al. (1977):

/̂xixjðk; ‘Þ ¼ a/̂xixjðk; ‘� 1Þ þ ð1� aÞxiðk; ‘Þx�j ðk; ‘Þ; ð39Þ

which can be viewed as a recursive Welch periodogram;
this method yields smoother spectra and improved esti-
mates. The term a in (39) is a number close to unity and
� denotes conjugate. Finally, the enhanced output of the
post-filter is transformed back to the time-domain using
the overlap and add synthesis (OLA) method (Rabiner
and Schafer, 1978).
4.2. Speech enhancement experiments

In order to compare the proposed post-filtering
approach with the other multichannel reduction methods
and the single-channel ‘‘decision directed’’ estimation
method, we use five different objective speech quality mea-
sures. To evaluate the noise reduction we use the segmental
signal-to-noise ratio enhancement (SSNRE). This is the dB
difference between the segmental SNRs of the enhanced
output and the noisy inputs average. The segmental SNR
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is defined in Hansen and Pellom (1998) and is a more
appropriate performance criterion for speech enhancement
than the standard SNR. Since, frames with SNRs above
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tual contribution of the signal, the SNR at each frame is
limited to the range of (�10, 35) dB. To assess the speech
quality of the enhanced output signal we use the log-area-
ratio distance (LAR), the log-likelihood ratio (LLR), the
Itakura–Saito distortion (IS) (Hansen and Pellom, 1998)
and the log-spectral distance (LSD) (Cohen, 2004). These
measures are found to have a high correlation with the
human perception. Low values of the above four quality
measures denote high speech quality.

The SSNRE, LAR, LLR, IS and LSD results, averaged
across the entire database, are shown in Table 1, for all the
studied enhancement algorithms and the noisy input at the
central sensor of the microphone array. With the suffix
‘‘dd’’ are the results obtained using the ‘‘decision directed’’
method. In the last three rows of Table 1 the objective
speech quality results for the post-filters, estimated with
the proposed method, are demonstrated. In addition, in
Fig. 3 typical speech spectrograms are presented for com-
parison between the clean signal, the central noisy input
and the output signals of the studied multichannel
methods.

From both the table results and the speech spectrograms
it can be clearly seen that neither the beamformer alone nor
the Zelinski post-filter can provide sufficient noise reduc-
tion compared to the other four multichannel methods
and the single channel ‘‘decision directed’’ approach.
Specifically, from Fig. 3c and d we note that these two
methods are incapable of removing the noise in the low fre-
quency region. For the MVDR beamformer this inade-
quacy can be attributed to the fact that the greatest
portion of the noise energy is concentrated in the low fre-
quency region, where the beamformer has a low directivity
factor, as shown in Fig. 2. The poor performance of the
Zelinski post-filter is expected since this method is based
on the assumption of a spatially uncorrelated noise field,
which leads to an inappropriate model for the noise condi-
tions. By making the global assumption that for all fre-
quencies the noise is uncorrelated among the channels,
Zelinski post-filter improves the noise reduction for mid
and high frequencies but has no effect at low frequencies
where the correlation is significant. An additional explana-
tion is provided in Fischer and Simmer (1996), where it is
shown that Zelinski’s method, can have an affordable per-
formance only for reverberation times above 300 ms. For
very low reverberation times, the output speech quality is
found to be poorer than the input speech quality. On the
other hand, McCowan post-filter performs better than
the previous two methods, since the estimation of the
source signal spectrum is performed using the correlation
of the noise among the different channels. Still its perfor-
mance is inferior to the post-filters derived by the proposed
method, for the reasons we have already discussed. Finally,
with the ‘‘decision directed’’ method the noise reduction is
greater than the one provided by the first two methods, but
at the cost of poor speech quality due to musical noise.

From the provided results, it is evident that the pro-
posed enhancement algorithms outperform the other exam-
ined techniques, since they consistently produce better
results for all the objective measures in the given database
(Sullivan, 1996). Moreover, it can also be seen from
Fig. 3a–h that the spectrograms closest to the clean speech
are those derived by applying the post-filters estimated by
the proposed approach. This is justified by the fact that
the proposed post-filters, due to the accurate estimation
of the noise spectral density, perform a sufficient noise
reduction on every frequency region (low-mid-high) while
still providing the highest speech quality signal with no fur-
ther distortion. Furthermore, the similar, improved results
obtained under the different criteria (MSE, MSE-STSA,
MSE log-STSA), imply the simultaneous satisfaction of
all three. This intuitively motivates the use of the proposed
scheme as a general and possibly optimum estimation
approach.

In a different direction, a by-product of some previous
multichannel speech enhancement works was also to inves-
tigate possible improvements in automatic speech recogni-
tion (ASR) performance. Clearly, dealing with the ASR
problem is by itself a very broad topic which goes far
beyond the scope of this paper. Our main focus and effort
in this paper was placed on how to give an analysis and
provide an optimum estimation method that can be used
for the realizations of the linear and nonlinear post-filters,
derived under various speech enhancement criteria. How-
ever, in a previous work (Leukimmiatis et al., 2006), we
had obtained some preliminary ASR results to test how
our method behaves with respect to other multichannel
approaches. These experiments considered only the case
where we estimate the post-filter under the minimization
of the MSE criterion. The derived results seemed quite
promising and motivated us for further research in multi-
channel robust feature extraction.

5. Conclusions

In this paper we have presented a multichannel post-fil-
tering estimation approach that is appropriate for a variety
of different noise conditions and can be applied for the der-
ivation of both linear and nonlinear post-filters. For the
case of the MSE speech enhancement criterion, the pro-
posed method is an improvement of the existing McCowan
post-filter, since it produces a robust and more accurate
estimation of the noise power spectrum at the beamformer
output, which satisfies the MMSE optimality of the Wiener
post-filter. In contrast to McCowan method the proposed
technique is also applicable to post-filters satisfying other
enhancement criteria than MSE.

In experiments with real noise multichannel recordings
from the CMU database (Sullivan, 1996), the proposed
technique obtained a significant gain over established refer-
ence methods as it consistently improved the enhancement
performance in terms of five objective speech quality mea-
sures. Namely the relative % average improvements
achieved compared to the best of the reference approaches
were 11.5% in segmental SNR, 21.6% in Itakura–Saito
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distortion, 34.5% in log area ratio, 26.2% in log-likelihood
ratio and 7% in log spectral distance. Apart from the quan-
titative evaluation, both auditory and visual inspection of
the speech waveforms and spectrograms verified the poten-
tial of the generalized estimation as a robust, multichannel
enhancement approach.
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