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Abstract—Oscillatory signals that have both an amplitude-modulation (AM) and a frequency-modulation (FM) structure are encountered in almost all communication systems. We have also used these structures recently for modeling speech resonances, being motivated by previous work on investigating fluid dynamics phenomena during speech production that provide evidence for the existence of modulations in speech signals. In this paper, we use a nonlinear differential operator that can detect modulations in AM–FM signals by estimating the product of their time-varying amplitude and frequency. This operator essentially tracks the energy needed by a source to produce the oscillatory signal. To solve the fundamental problem of estimating both the amplitude envelope and instantaneous frequency of an AM–FM signal we develop a novel approach that uses nonlinear combinations of instantaneous signal outputs from the energy operator to separate its output energy product into its amplitude modulation and frequency modulation components. The theoretical analysis is done first for continuous-time signals. Then several efficient algorithms are developed and compared for estimating the amplitude envelope and instantaneous frequency of discrete-time AM–FM signals. These energy separation algorithms are then applied to search for modulations in speech resonances, which we model using AM–FM signals to account for time-varying amplitude envelopes and instantaneous frequencies. Our experimental results provide evidence that bandpass filtered speech signals around speech formants contain amplitude and frequency modulations within a pitch period. Overall, the energy separation algorithms, due to their very low computational complexity and instantaneously-adapting nature, are very useful in detecting modulation patterns in speech and other time-varying signals.

I. INTRODUCTION

MODULATION of the amplitude and/or frequency of a sine wave has been used extensively in communication systems for transmitting information. Some of the early pioneering work in this field was done by Carson [3], van der Pol [37], [38], and Armstrong [1]. The recent state of the art knowledge on amplitude-modulation (AM) and frequency-modulation (FM) systems can be found in contemporary books on communications, e.g., [27]. Recently [18], we have also used AM and FM models to represent time-varying amplitude and frequency patterns in speech resonances. Our initial inspiration for attempting to model and detect modulations in speech resonances has been based on Teager’s pioneering work on nonlinear modeling of human speech production [30]–[34].

In this paper, we provide an efficient solution to the fundamental problem of estimating the time-varying amplitude envelope and instantaneous frequency of a real-valued signal

\[ x(t) = a(t) \cos \left( \omega_c t + \omega_m \int_0^t q(\tau) d\tau + \theta \right) \]

that has both an AM and FM structure; we then apply these results to tracking modulations in speech resonances. Henceforth, we call \( x(t) \) an AM–FM signal. It is a cosine of carrier frequency \( \omega_c \) with a time-varying amplitude signal \( a(t) \), an angle equal to the phase signal

\[ \phi(t) = \omega_c t + \omega_m \int_0^t q(\tau) d\tau + \theta \]

and a time-varying instantaneous angular frequency signal

\[ \omega_i(t) \triangleq \frac{d}{dt} \omega(t) = \omega_c + \omega_m q(t), \]

where \(|q(t)| \leq 1\), \( \omega_m \) is the maximum frequency deviation from \( \omega_c \), and \( \theta = \phi(0) \) is some arbitrary constant phase offset. Note that two different information signals can be simultaneously transmitted in the amplitude \( a(t) \) and the frequency \( \omega_i(t) \) [or equivalently in the normalized frequency modulating signal \( q(t) \)]. Such AM–FM signals are very frequently used in communication systems. Next, we briefly outline our motivation for using them to model time-varying speech resonances.

By “speech resonances” we loosely refer to the oscillator systems formed by local cavities of the vocal tract emphasizing certain frequencies and de-emphasizing others during speech production. In linear speech modeling [2], [5], [6], [15], [16], [26], speech resonances, also
called "formants," are characterized by the poles of the transfer function of a linear filter modeling the vocal tract. Each pair of complex conjugate poles corresponds to a second-order resonator with an exponentially-damped cosine as impulse response

\[ R_{\text{imp}}(t) = Ae^{-\alpha t} \cos(\omega_c t + \theta). \] (4)

The formant frequency is \( \omega_c \), whereas \( \alpha > 0 \) controls the formant bandwidth. In the linear model, the model coefficients, and hence the formants, are assumed constant over each short-time analysis frame (about 10–30 msec, or 1–3 pitch periods). Thus, this classic approach assumes some local stationarity of the speech signal.

One of the implications of our work in this paper is that it now provides a possibility to extend this local stationarity assumption to a more refined model where variations of the frequency and amplitude of speech resonances can be modeled and detected at the smallest possible discretized time scale, i.e., the time scale of one sampling period. Experimental evidences motivating such an approach come from Teager's work [34] that provided indications and plausible explanations of how the speech resonances can change rapidly both in frequency and amplitude even within a single pitch period, possibly due to the rapidly-varying and separated speech airflow in the vocal tract. It is also known that slow time variations of the elements of simple second-order oscillators can result in amplitude or frequency modulation of the simple oscillator's cosine response [38]. Hence, since the effective air masses in vocal tract cavities and the effective cross-sectional areas of the airflow can vary rapidly, this could cause modulations of the air pressure and/or velocity field. In Section V we outline several mechanisms due to the physics of speech airflow that may explain such changes. All these considerations lead us to propose the following modulation model for each speech resonance:

\[ R_{\text{mod}}(t) = a(t) \cos [\phi(t)] \]

\[ = e^{-\alpha t} A(t) \cos \left( \omega_c t + \omega_m \int_0^t q(\tau) \, d\tau + \theta \right). \] (5)

Thus, the constant amplitude \( A \) and frequency \( \omega_c \) in the linear resonator have now been replaced by a time-varying amplitude \( A(t) \) and instantaneous frequency \( \omega_m(t) \). This implies modeling the resonance with an exponentially-damped AM–FM model. The total speech signal \( S(t) \) is then modeled as a sum of such AM–FM signals

\[ S(t) = \sum_{k=1}^{K} a_k(t) \cos [\phi_k(t)] \] (6)

where the subscript \( k \) refers to the \( k \)th resonance and \( K \) is the number of speech formants.

A fundamental problem is, given a speech signal over some time interval, to estimate the amplitude envelope \( |a(t)| \) and the instantaneous frequency \( \omega_c(t) \) of each resonance at each time \( t \). Toward the solution of this problem, we first isolate individual resonances by bandpass filtering the speech signal around its formants. Then, we use efficient algorithms (presented in this paper) that can estimate the amplitude and frequency modulating signals of each resonance based on an "energy-tracking" operator. Specifically, Teager developed several tools for nonlinear speech processing such as the energy operator

\[ \Psi_c[x(t)] \triangleq [k(t)]^2 - x(t)k(t) \] (7)

for continuous-time signals \( x(t) \) with \( k = dx/dt \) and its discrete-time counterpart

\[ \Psi_d[x(n)] \triangleq x^2(n) - x(n - 1)x(n + 1) \] (8)

for discrete-time signals \( x(n) \), \( n = 0, \pm 1, \pm 2, \cdots \). Both \( \Psi_c \) and \( \Psi_d \) are nonlinear and translation invariant. These operators were first introduced systematically by Kaiser [12], [13] and were shown to track the energy of simple harmonic oscillators. Namely, if \( x(t) = A \cos(\omega_c t + \theta) \) is the displacement produced by a mass-spring undamped linear oscillator with mass \( m \) and spring constant \( k \), then the total (kinetic plus potential) energy of this oscillator is equal to \( (mx^2 + kx^2)/2 = (m/2)A^2\omega_c^2 \), i.e., proportional to the squared product of amplitude and frequency. Further, the operator \( \Psi_c \) applied to \( x(t) \) can track the energy (per half-unit mass) of the source that produced the oscillation signal \( x(t) \) because [13]

\[ \Psi_c[A \cos(\omega_c t + \theta)] = (A\omega_c)^2 \] (9)

for any constants \( A \) and \( \omega_c \).

The energy operators are also very useful for analyzing oscillation signals with time-varying amplitude and frequency. Specifically, in our earlier work [18], [19] we have shown that \( \Psi_c \) applied to the AM–FM signal of (1) can approximately estimate the squared product of the amplitude \( a(t) \) and instantaneous frequency \( \omega_m(t) \) signals; i.e.,

\[ \Psi_c \left[ a(t) \cos \left( \int_0^t \omega_m(\tau) \, d\tau + \theta \right) \right] \approx [a(t)\omega_m(t)]^2 \] (10)

assuming that the signals \( a(t) \) and \( \omega_m(t) \) do not vary too fast (time rate of change of value) or too greatly (range of value) in time compared to the carrier frequency \( \omega_c \).

The first goal of this paper is to further separate the amplitude from the frequency signal in the output energy product of \( \Psi_c \). Thus, we show in Section II how a combined use of the energy operator \( \Psi_c \) on the AM–FM signal and its derivative can lead to an elegant algorithm for separately estimating the amplitude \( a(t) \) and frequency \( \omega_m(t) \) signals. We call this an energy separation algorithm (ESA) because of the aforementioned dependence of the energy of an oscillator on the product of amplitude and frequency and because of the usage of energy-tracking operators.

Section III provides a similar ESA for discrete-time signals by using the discrete energy operator \( \Psi_d \) and approximating signal derivatives with 2-sample differences. Although the continuous and discrete-time cases have some
conceptual similarities, the mathematics are different and less intuitive in the discrete case; hence, the discrete case deserves its own exposition. In addition, because of the variety of possible discrete approximations to derivatives, there are several variations of discrete ESA's. For example, in Section IV we present a second discrete ESA that uses 3-sample differences in place of derivatives and comment on how its performance compares with the first discrete ESA.

Section V discusses the preliminary application of the discrete ESA to separate amplitude from frequency components in speech resonances, i.e., signals resulting from bandpass filtering speech vowels around their formants. While the major focus of the paper is the development of ESA's for arbitrary AM–FM signals, our main inspiration and motivation for this research has been based on the problem of tracking modulations in speech signals. Thus we precede the experimental results on speech by a brief discussion of theoretical and experimental evidences for the existence of such modulations in speech signals.

Finally, in Section VI we conclude by discussing various issues regarding the overall performance of ESA's for amplitude/frequency separation in AM–FM signals, which we have found impressive given the short-time nature of the nonlinear operators used and the relatively trivial complexity to implement them, as well as their implications for speech modeling.

II. ENERGY SEPARATION FOR CONTINUOUS-TIME SIGNALS

In this section, we first present some closed-formula solutions for exact estimation of the constant amplitude and frequency of a cosine using the energy operator and then show that the same equations apply approximately to an AM–FM signal with time-varying amplitude and frequency. To simplify notation, we henceforth drop the subscripts $c$ and $d$ from the continuous and discrete energy operator symbols and use $\Psi$ for both; the difference will always be clear from the context.

A. Constant Amplitude/Frequency Cosine

Consider a cosine $x(t) = A \cos (\omega_c t + \theta)$ with constant amplitude $A$ and frequency $\omega_c > 0$ and its derivative

$$\dot{x}(t) = -A\omega_c \sin (\omega_c t + \theta).$$

(11)

Then (9) implies that

$$\Psi [x(t)] = A^2 \omega_c^2.$$

(12)

From (9) and (12) it follows that the constant frequency and the absolute amplitude of the cosine can be obtained from the following equations:

$$\omega_c = \sqrt{\frac{\Psi [\dot{x}(t)]}{\Psi [x(t)]}},$$

(13)

$$|A| = \sqrt[3]{\frac{\Psi [x(t)]}{\Psi [\dot{x}(t)]}}.$$  

(14)

At each time instant these equations use only the two instantaneous values of the output signals from the energy operator when the latter is applied to both the signal and its time derivative.

B. AM–FM Signals

Consider the real-valued AM–FM signal of (1)

$$x(t) = a(t) \cos \phi(t).$$

(15)

We henceforth assume that $0 \leq \omega_m < \omega_c$ and $|q(t)| \leq 1$, which implies that for all $t$

$$0 < \omega_c - \omega_m \leq \omega_c(t) < \omega_c + \omega_m < 2\omega_c.$$  

(16)

In [19] we have shown that

$$\Psi [a \cos (\phi)] = (a \phi)^2 + 0.5a^2 \phi^2 \sin (2\phi) + \sum_{l} E_l(t)$$

(17)

where

$$\dot{\phi} = \omega_c$$

and $\dot{\phi} = \omega_m q(t)$.

To obtain the result in (10), which generalizes (9) and extends it to time-varying amplitude and frequency signals, we henceforth view the term $E(t)$ as an approximation error and provide realistic conditions under which this error is negligible. Since most of the modulating signals with which we deal in this paper are narrowband and have an oscillatory nature, a meaningful (and tractable in the context of the energy operators) measure to quantify the error relative to the signal is the relative maximum absolute error defined as the ratio $E_{\max}/D_{\max}$, where $D = (a \phi)^2$ is the desired energy term in (17), and for an arbitrary signal $z(t)$ we denote

$$z_{\max} = \sup_t |z(t)|.$$

(18)

Thus, in the context of energy operators, we shall henceforth use an approximation $\approx$ to mean that

$$\Psi(x) = D + E = D \approx \frac{E_{\max}}{D_{\max}} \ll 1.$$

Hence, if the condition

$$\Psi(a)_{\max} + 0.5(a^2 \phi^2)_{\max} \ll (a \phi)_{\max}^2$$

(18)

holds, then (with a relative error $\ll 1$)

$$\Psi [a \cos (\phi)] \approx (a \phi)^2.$$  

(19)

For amplitude/frequency separation we also need to apply $\Psi$ to the AM–FM signal derivative $\dot{x} = y_1 - y_2$, where

$$\dot{x}(t) = \dot{a}(t) \cos \phi(t) - \frac{a(t) \dot{\phi}(t) \sin \phi(t)}{y_1(t)}.$$  

(20)

From (17) we obtain

$$\Psi [a \phi \sin (\phi)] = a^2 \phi^2 - 0.5a^2 \phi^2 \sin (2\phi)$$

$$+ [a^2 \Psi (\phi) + \phi^2 \Psi (a)] \sin^2 (\phi).$$  

(21)
The desired term for energy separation is \(a^2\phi\), which can be combined with (19) to give simple equations for the amplitude and frequency signals. However, since
\[
\Psi(y_1 - y_2) = (y_1) + (y_1 y_2)
- 2y_1 \hat{y}_1 + y_1 \hat{y}_2 + y_1 \hat{y}_2
\]
(22)
\(\Psi(x)\) contains many other cross terms. To be able to analyze and compare the order of magnitude of these terms as well as find realistic assumptions under which the approximating condition (19) becomes valid, we next focus on the broad class of AM-FM signals with bandlimited amplitude/frequency modulating signals.

1) Bandlimited Amplitude/Frequency Modulating Signals: Let \(z(t)\) be a real-valued signal with Fourier transform \(Z(\omega)\). Consider its spectral absolute moments
\[
\mu_{n} = \int_{0}^{\infty} \omega^n |Z(\omega)| d\omega,
\]
for \(n = 0, 1, 2, \cdots\) Note for the zeroth moment
\[
\mu_0 = \mu_z,
\]
that \(z_{\text{max}} = \mu_z\) if \(z(t)\) is a cosine or its Fourier transform has a linear phase.

Consider now the following lemma for bandlimited signals whose proof can be found in [19].

Lemma 1 [19]: Let \(z(t)\) be a real-valued continuous-time signal with Fourier transform \(Z(\omega)\) whose spectral moments \(\mu_{n}\) are finite for \(n = 0, 1, 2, \ldots\). Assume that \(z(t)\) is bandlimited with highest frequency \(\omega_c > 0\); i.e., \(Z(\omega) = 0\) for \(|\omega| > \omega_c\). Then
\[
|z(t)| \leq z_{\text{max}} \leq \mu_z,
\]
(24)
\[
|z(t)| \leq \omega_c \mu_z,
\]
(25)
\[
|z(t)| \leq \omega_c^2 \mu_z,
\]
(26)
\[
|\Psi(z(t))| \leq 2 (\omega_c \mu_z)^2.
\]
(27)

Let us now assume that \(a(t)\) and \(q(t)\) are bandlimited with highest frequencies \(\omega_a\) and \(\omega_q\) respectively, where \(\omega_a, \omega_q < \omega_c\). Then by Lemma 1 it follows that (see [19] for details)
\[
|E(t)| \leq (2\omega_c^2 + 0.5\omega_a \omega_q \mu_q \mu_q).
\]
(28)

To simplify the error formula, we henceforth assume that
\[
\mu_a = a_{\text{max}}, \quad \mu_q = q_{\text{max}} = 1.
\]
(29)

Then the main approximation (19) becomes valid (i.e., has negligible relative error) by assuming that
\[
\frac{E_{\text{max}}}{(a\omega)^{\text{max}} |b(t)|} \leq 2 (\omega_c + 0.5\omega_a \omega_q) (\omega_c + \omega_a)^2 |a|^2 \mu_a |b(t)| < 1.
\]
(30)

In the special case of a nonnegative amplitude signal \(a(t)\), we can assume without loss of generality (by ignoring constant scaling factors) that \(a(t) = 1 + x\beta(t)\) with \(0 \leq k \leq 1\) and \(|b(t)| \leq 1\). Then\[|E(t)| \leq \kappa \omega_c^2 (\mu_a + 2\mu_q) + 0.5(1 + k)^2 \omega_m \omega_q \mu_q \]
(31)
and the energy tracking in (19) has a negligible relative error if
\[
\frac{E_{\text{max}}}{(a\omega)^{\text{max}} |b(t)|} \leq \frac{\kappa \omega_c^2 + 0.5 \beta \omega_q^2}{(\omega_c + \omega_m)^2} \mu_a |b(t)| << 1
\]
(32)

where \(\beta = \omega_m / \omega_c\) is the AM modulation index, \(\kappa\) is the FM index, and we assumed \(\mu_q = 1\).

A simpler (and stronger) set of conditions that implies (30) or (32) is
\[
\omega_a \ll \omega_c, \quad \omega_q \ll \omega_c, \quad \text{and} \quad \lambda = \frac{\omega_m}{\omega_c} \ll 1
\]
(33)

where \(\lambda = \omega_m / \omega_c\) is the FM modulation depth. The above conditions formalize the intuitive idea that if the amplitude and the frequency signal do not vary too fast in time or too much compared to the carrier, then \(\Psi\) will track their squared product when applied to the AM-FM signal \(x(t)\):
\[
\Psi[x(t)] = a^2(t) \omega^2(t).
\]
(34)

The error analysis is more complicated when we apply the energy operator to the derivative \(\dot{x} = y_1 - y_2\) of the AM-FM signal, because \(\Psi(x)\) contains many more terms than the desired term \(a^2 \omega^2\). One approach is to follow an approximate analysis where the dominant term is kept and the rest is ignored. Thus, notice from (20) and Lemma 1 that
\[
(y_1)_{\text{max}} \approx a_{\text{max}} \omega_a
\]
(35)
\[
(y_2)_{\text{max}} \approx a_{\text{max}} (\omega_c + \omega_m).
\]
(36)

Since \(\omega_a \ll \omega_c\), the term \(y_2\) has a much larger order of magnitude than \(y_1\), where by “order of magnitude” we mean the physical order of magnitude of its maximum absolute value (see also the Appendix). Thus, by ignoring \(y_1\), we can write
\[
\dot{x} = -y_2 = -a(t) \phi \sin(\phi).
\]
(37)

The AM–FM signal \(y_2\) has an amplitude signal with bandwidth \(\omega_a + \omega_q\). Hence, by replacing \(\omega_q\) with \(\omega_a + \omega_q\) in (30), (32), we arrive at the stricter conditions
\[
2(\omega_a + \omega_q)^2 + 0.5 \omega_m \omega_q \ll (\omega_c + \omega_m)^2,
\]
(38)
\[
\kappa (\omega_a + \omega_q)^2 + 0.5 \omega_m \omega_q \ll (\omega_c + \omega_m)^2,
\]
(38)

which guarantee that
\[
\Psi[y_2] = a^2 \omega^2_1
\]
(39)
with a negligible relative error. Therefore,
\[ \Psi[\hat{x}(t)] = a^2(t) \omega_f^4(t). \]  
\hspace{1cm} \text{(40)}

This result was derived by approximating the input signal \( \hat{x} = -y_2 \) and using the energy-tracking capability of \( \Psi \) as in (19). An alternative approach is not to approximate the input \( \hat{x} \), but instead to find the order of magnitude of all the error terms in the output signal \( \Psi[\hat{x}] \) and show that they are much smaller than the order of magnitude of the desired term \( a^2 \omega_f^4 \). In the Appendix we provide a detailed analysis for this second approach.

By combining now (34) and (40) we obtain
\[ \sqrt{\Psi[\hat{x}(t)]} \approx \omega_f(t) \]  
\hspace{1cm} \text{(41)}
\[ \sqrt{\Psi[\hat{x}(t)]} \approx |a(t)|. \]  
\hspace{1cm} \text{(42)}

We call (41), (42) the continuous energy separation algorithm (CESA). Thus, the CESA provides estimates of the time-varying instantaneous frequency \( \omega_f(t) \geq 0 \) and of the amplitude envelope \( |a(t)| \) of an AM-FM signal, given the assumptions (33). Note that if \( x(t) = A \cos(\omega_c t + \theta) \) is a cosine with constant amplitude/frequency, then the CESA yields the exact solution \( \omega_f(t) = \omega_c \) and \( |a(t)| = |A| \).

For the validity of the approximate results (10), (40), and the CESA, it is assumed that we deal only with signals \( x \) for which \( \Psi(x) \) and \( \Psi(\hat{x}) \) are nonnegative signals. From (17) it follows that a sufficient condition for \( \Psi[x(t)] \geq 0 \) for all \( t \) is, assuming that \( a(t) = 1 + \Delta b(t) > 0 \) with \( \kappa < 1 \),
\[ \Psi(a)_{\max} + 0.5 \omega_m (1 + \kappa)^2 \Delta q_{\max} \leq (1 - \kappa)^2 (\omega_c - \omega_m)^2. \]  
\hspace{1cm} \text{(43)}

As we have shown in [19], there are broad classes of AM-FM signals \( x \) with (often extremely) large amounts of AM or FM modulation (i.e., large \( \kappa \) and \( \lambda \)) for which \( \Psi(x) \geq 0 \). If \( \Psi(x) > 0 \), then another sufficient condition [simpler than (43)] for nonnegativity of \( \Psi[a \cos(\phi)] \) is \( \omega_m \Delta q_{\max} \leq 2(\omega_c - \omega_m)^2 \). There is a large class of amplitude modulating signals \( a \) such that \( \Psi(a) \geq 0 \). For example, this class includes i) cosines of constant frequency, ii) exponentials \( e^{\sigma t} \) since \( \Psi(e^{\sigma t}) = 0 \), and iii) linear trends \( st + c \) since \( \Psi(st + c) = s^2 \), as well as all finite products of signals from any of these three classes.

Note also that at times \( t_0 \) of zero energy, i.e., when \( \Psi[x(t_0)] = 0 \), we approximately have zero amplitude \( a(t_0) \) = 0 if the frequency \( \omega_f(t) \) is assumed to always be positive. At such time instants, however rare they may be, we need additional information to estimate \( \omega_f(t_0) \). Given the assumption that \( \omega_f(t) \) varies more slowly than \( x(t) \), one approach is to interpolate the missing \( \omega_f(t_0) \) value from its surrounding neighbors.

2) Special Cases of Amplitude/Frequency Modulating Signals: The CESA was derived by assuming that the amplitude and frequency information-carrying signals \( a \) and \( q \) are bandlimited. However, there are also other special cases of AM-FM signals, where bandlimitedness is not a true or an appropriate (for Lemma 1) assumption. Then, it may be possible to show that the CESA will still yield approximately correct solutions provided that the information signals do not vary too fast or too much with time compared to the carrier. We next analyze two such cases.

**Cosine with Exponential Amplitude:** For any real \( \sigma \), let
\[ x(t) = A e^{\sigma t} \cos(\omega_c t + \theta). \]  
\hspace{1cm} \text{(44)}

This can be viewed as a special case of an AM-FM signal with time-varying amplitude \( a(t) = A e^{\sigma t} \) and constant frequency. Now
\[ \dot{x}(t) = A e^{\sigma t} [-\omega_c \sin(\omega_c t + \theta) + \sigma \cos(\omega_c t + \theta)]. \]  
\hspace{1cm} \text{(45)}

By applying \( \Psi \) to \( x \) and \( \dot{x} \) we have
\[ \Psi[x(t)] = A^2 \omega_c^2 e^{2\sigma t}. \]  
\hspace{1cm} \text{(46)}
\[ \Psi[\dot{x}(t)] = A^2 \omega_c^4 e^{2\sigma t} \left( 1 + \frac{\sigma^2}{\omega_c^2} \right). \]  
\hspace{1cm} \text{(47)}

Then assuming that \( (\sigma/\omega_c)^2 << 1 \) yields
\[ \sqrt{\Psi[x(t)]} = \omega_c \sqrt{1 + \frac{\sigma^2}{\omega_c^2}} = \omega_c. \]  
\hspace{1cm} \text{(48)}
\[ \sqrt{\Psi[\dot{x}(t)]} = |A| e^{\sigma t} \approx |A| e^{\sigma t}. \]  
\hspace{1cm} \text{(49)}

Thus, if the exponential rate \( |\sigma| \) is much smaller than \( \omega_c \), we can use the CESA to approximately estimate the amplitude and frequency. The relative approximation error is about \( \sigma^2/2 \omega_c^2 \). Note that if \( \sigma < 0 \), then \( |\sigma| \) is the 3 dB bandwidth of the exponential \( e^{\sigma t} \). Hence, the condition \( (\sigma/\omega_c)^2 << 1 \) is of the same spirit as the condition \( (\omega_0/\omega_c)^2 << 1 \) for truly bandlimited amplitude signals \( a(t) \).

**FM/Linear (Chirp):** Consider the following FM signal over a finite-time interval
\[ x(t) = A \cos \left( \omega_c t + \underbrace{\omega_m \left( \frac{t^2}{L} - t \right) + \theta}_{\phi(t)} \right), \quad t \in [0, L] \]  
\hspace{1cm} \text{(50)}

with linear instantaneous frequency \( \omega(t) = \omega_c + \omega_m (2t/L - 1) \). Then
\[ \dot{x}(t) = -A \omega(t) \sin \left( \omega_c t + \underbrace{\omega_m \left( \frac{t^2}{L} - t \right) + \phi(t)}_{\phi(t)} \right). \]  
\hspace{1cm} \text{(51)}
From (17) it follows that
\[ \Psi(x) = A^2 \left[ \omega_t^2 + \omega_m \sin(2\phi) / L \right] \]
\[ = A^2 \omega_t^2 (t) \]
(52)

\[ \Psi(x) = A^2 \left[ \omega_t^2 - \omega_t^2 \frac{\omega_m}{L} \sin(2\phi) + \frac{4\omega_m^2}{L} \sin^2(\phi) \right] \]
\[ = A^2 \omega_t^4 (t) \]
(53)

(54)

where both approximations assumed that
\[ 4 \frac{\omega_m}{L} \ll (\omega_t + \omega_m)^2. \]
(55)

Under this condition, the CESA can be used to approximately estimate the amplitude and frequency of the FM/Linear signal.

III. DISCRETE-TIME ENERGY SEPARATION ALGORITHM-1 (DESA-1)

In this section we derive an algorithm for estimating the amplitude envelope and the instantaneous frequency of a discrete-time AM-FM signal by using the discrete-time energy operator. The basic inspiration for a discrete algorithm comes again from the case of a cosine with constant amplitude and frequency. Thus we first discuss this constant case and then we focus on the general AM-FM case.

A. Cosine with Constant Amplitude/Frequency

If \( x(n) \) is a sampled version of a continuous-time signal and we replace derivatives \( x \) with 2-sample backward (or forward) differences \( [x(n) - x(n - 1)] / T \) where \( T \) is the sampling period, then [19] the continuous-time energy operator reduces (up to one sample shift) to the following discrete version
\[ \Psi[x(n)] = \{x^2(n) - x(n + 1)x(n - 1)\} / T^2. \]

Consider a constant amplitude/frequency discrete-time cosine
\[ x(n) = A \cos(\Omega_c n + \theta) \]
(57)

where \( \Omega_c = \omega_c T \) and \( \omega_c < \pi / T \). Then [12]
\[ \Psi[x(n)] = A^2 \sin^2(\Omega_c) / T^2 \]
(58)

which can be rewritten as
\[ \Psi[x(n)] = A^2 \omega_c^2 \left( \frac{\sin \Omega_c}{\Omega_c} \right)^2. \]

(59)

In this form, a comparison with the continuous case (9) is direct; the discrete case has the additional \( \sin \Omega_c / \Omega_c \) factor which attenuates the result by a known and compensatable amount. Thus, the two results are similar. Since the variable \( \Omega_c \) carries the information about \( T \), we can assume \( T = 1 \) (thus simplifying many of the expressions and formulas) and then insert the proper sampling period or frequency at the end to scale the answer according to the relation \( f_c = \Omega_c / (2\pi T) \), where \( f_c \) is the frequency in Hz. In the remainder of this paper we have therefore assumed that \( T = 1 \) in the expression \( \Psi \) and hence
\[ \Psi[x(n)] = x^2(n) - x(n - 1)x(n + 1). \]

Note that \( T = 1 \) is also the correct assumption for signals that are inherently defined only for discrete time.

Now consider the backward difference approximation for the first derivative of \( x(t) \):
\[ y(n) = x(n) - x(n - 1) \]
\[ = A \left[ \cos(\Omega_c n + \theta) - \cos(\Omega_c (n - 1) + \theta) \right] \]
\[ = -2A \sin(\Omega_c / 2) \sin(\Omega_c n + \theta - \Omega_c / 2) \]
(60)

given that
\[ \cos(\alpha) - \cos(\beta) = 2 \sin \left( \frac{\alpha + \beta}{2} \right) \sin \left( \frac{\beta - \alpha}{2} \right). \]

Now
\[ \Psi[y(n)] = 4A^2 \sin^2(\Omega_c / 2) \sin^2(\Omega_c). \]
(61)

Note that
\[ \frac{\Psi[y(n)]}{2\Psi[x(n)]} = 2 \sin^2(\Omega_c / 2) = 1 - \cos(\Omega_c). \]
(62)

Hence, the constant frequency and absolute amplitude can be found from the following equations:
\[ \Omega_c = \arccos \left( 1 - \frac{\Psi[x(n)]}{2\Psi[x(n)]} \right) \]
(63)

\[ |A| = \frac{\sqrt[2]{\Psi[x(n)]}}{\sin^2(\Omega_c)} = \frac{\sqrt{\Psi[x(n)]}}{1 - \cos^2(\Omega_c)} \]
(64)

\[ = \frac{\sqrt{\Psi[x(n)]}}{1 - \left[ 1 - \frac{\Psi[x(n)] - x(n - 1)x(n + 1)}{2\Psi[x(n)]} \right]^2} \]
(65)

Note that we can also find the frequency and amplitude by using the above equations and replacing \( y(n) \) with the forward difference \( x(n + 1) - x(n) \).

B. AM-FM Signals

Consider a discrete-time real-valued AM-FM signal
\[ x(n) = a(n) \cos \left[ \Omega_c n + \Omega_m \sum_{m=0}^{n} q(m) dm + \theta \right]. \]
(66)

We define its instantaneous frequency by
\[ \Omega_i(n) \triangleq \frac{d}{dn} \phi(n) = \Omega_c + \Omega_m q(n). \]

(67)

Both the differentiation \( d / dn \) in (67) and the integration \( \int dm \) in (66) treat the integer time indexes \( n \) and \( m \) sym-
bolically as continuous variables. Thus, in the discrete FM case, \( q(\cdot) \) is assumed to be a known mathematical function with a computable integral. Note that the continuous-time angular frequencies \( \omega_c, \omega_m \), and \( \omega_i \) (in radians/s) have been replaced by their discrete-time counterparts \( \Omega_c, \Omega_m, \) and \( \Omega_i \) (in radians/sample). All frequency variables in this paper are assumed nonnegative, and all discrete-time frequencies are assumed to be \( < \pi \). In addition, we assume that \( \{q(n)\} \leq 1 \) and \( \Omega_m \leq \Omega_c \), which implies that for all \( n \)

\[
0 < \Omega_c - \Omega_m \leq \Omega(n) \leq \Omega_c + \Omega_m < \pi. \tag{68}
\]

Now for any \( a(n) \) and \( \phi(n) \)

\[
\Psi[x(n)] = a^2(n) \Psi[\cos(\phi(n))] + \Psi(a(n)) \cos^2(\phi(n)) - \Psi(\cos(\phi(n))).
\]

If we assume (as shown later for slowly-varying \( \Omega(n) \) compared to \( \Omega_c \)) that

\[
\Psi[\cos(\phi(n))] = \sin^2 \Omega(n) \tag{70}
\]

then

\[
\Psi[x(n)] = a^2(n) \sin^2 \Omega(n) + \Psi(a(n)) \cos^2(\phi(n)) - \sin^2 \Omega(n) \tag{71}
\]

\[
= a^2(n) \sin^2 \Omega(n), \tag{72}
\]

if \( \Psi(a) \approx \leq \lceil a \rceil \max \sin(\Omega(n)) \]

where in general

\[
\lceil \sin(\Omega(n)) \rceil = \begin{cases} \sin(\Omega_c + \Omega_m) & \text{if } \Omega_c + \Omega_m \leq \pi/2 \\ 1 & \text{if } |\Omega_c - \pi/2| \leq \Omega_m \\ \sin(\Omega_c - \Omega_m) & \text{if } \Omega_c - \Omega_m > \pi/2 \end{cases}
\]

To find appropriate classes of signals for which the above approximations become valid and tractable, we next focus on the case of bandlimited modulating signals.

1) Bandlimited Amplitude/Frequency Modulating Signals: Given a real-valued signal \( x(n) \) with Fourier transform \( Z(\Omega) \), define its mean absolute spectral value by

\[
M_c = \frac{1}{\pi} \int_\Omega |Z(\Omega)| d\Omega, \quad \text{if } x \text{ is aperiodic}
\]

\[
= \sum_{k=0}^{N-1} |\alpha_k|, \quad \text{if } x(n) = \sum_{k=0}^{N-1} \alpha_k e^{j2\pi k n/N}.
\]

Note that \( \Omega_\text{max} = M_c \) if \( x(n) \) is a cosine or has a linear Fourier phase.

To find bounds on the output of the energy operator processing bandlimited signals we first need the following lemma.

**Lemma 2** [19]: Let \( z(n) \) be a real-valued discrete-time signal with a finite mean absolute spectral value \( M_z \). Assume that \( z(n) \) is bandlimited with highest frequency \( \Omega_z \geq 0 \), i.e., \( Z(\Omega) = 0 \) for \( \Omega_c < |\Omega| \leq \pi \). Then

\[
|z(n)| \leq \Omega_{\max} \leq M_z \tag{75}
\]

\[
|z(n) - z(n - 1)| \leq 2 \sin(\Omega_z/2) M_z \tag{76}
\]

\[
\|z(n)\| \leq 8 \sin^2(\Omega_z/2) M_z^2 \tag{77}
\]

Now for the AM–FM signal assume that the amplitude signal \( a(n) \) is bandlimited with bandwidth \( \Omega_a \leq \Omega_c \) and that \( a_{\max} \approx M_a \).

For the frequency \( \Omega_i(n) \) we assume that it is generally a nonnegative signal that can be expressed as a finite linear combination of cosines. This class of frequency signals is quite broad since it includes all real-valued periodic signals, which (via the DFT) can always be expressed as a finite sum of cosines. Therefore, with no loss of generality, \( \Omega_i(n) = \Omega_c + \sum_{k=1}^{K} \Omega_{m,k} \cos(\Omega_{j,k} n + \theta_k) \) \( \tag{78} \)

with \( \Omega_c > 0 \) and all \( \Omega_{m,k} \geq 0 \). If \( \Omega_i(n) \) is periodic with period \( N + 1 \), then \( K \leq \lfloor (N + 1)/2 \rfloor \), and the dc component of the instantaneous frequency signal is

\[
\Omega_i = \frac{1}{N+1} \sum_{n=0}^{N} \Omega_i(n) \tag{79}
\]

We can also express \( \Omega_i(n) \) in the standard form (67) by writing

\[
\Omega_i(n) = \Omega_c + \Omega_{m,k} q(n) \tag{80}
\]

where the maximum frequency deviation is

\[
\Omega_m = \sum_{k=1}^{K} \Omega_{m,k} \tag{81}
\]

and hence \( |q(n)| \leq 1 \). The phase signal corresponding to (78) is

\[
\phi(n) = \Omega_c n + \sum_{k=1}^{K} \Omega_{m,k} \sin(\Omega_{j,k} n + \theta_k) + \theta. \tag{82}
\]

The bandwidth of \( \Omega_i(n) \) is equal to

\[
\Omega_f = \max_{k=1}^{K} \Omega_{f,k}. \tag{83}
\]

\( ^1 \) Assuming that \( \Omega_i(n) \) is periodic presents no loss of generality in applying the energy operator/separation algorithms on a short-time basis to speech and many other discrete-time signal classes. Namely, any short-time segment of a discrete-time signal or any finite-extent signal can be repeated and viewed as periodic. Any real-valued periodic discrete-time signal can be expressed as a finite linear combination of cosines; adjusting their phase offsets yields \( \Omega_{m,k} > 0 \), and if the signal is nonnegative its dc component is \( \Omega_c > 0 \).
Due to the specific nature of $\phi(n)$ the following general approximations result:

$$
\phi(k) + \phi(m) = 2\phi\left(\frac{k + m}{2}\right),
$$

if $\Omega_f |k - m| \ll 2$ \hspace{1cm} (84)

$$
\phi(k) - \phi(m) \approx (k - m)\Omega_f \frac{k + m}{2},
$$

if $\Omega_f |k - m| \ll 2$. \hspace{1cm} (85)

Henceforth, we assume that

$$
\Omega_f \ll 1 \hspace{1cm} (86)
$$

which means that the frequency signal $\Omega_f(n)$ has a small bandwidth. Then by setting $m = n + 1$ and $k = n - 1$ in (84), (85) we obtain

$$
\cos[\phi(n + 1)] \cos[\phi(n - 1)]
= \frac{1}{2} \left[ \cos[\phi(n + 1) + \phi(n - 1)] + \cos[\phi(n + 1) - \phi(n - 1)] \right]
\approx \frac{1}{2} \left[ \cos[2\phi(n)] + \cos[2\Omega_f(n)] \right].
$$

Therefore,

$$
\Psi[\phi(n)] \approx \sin^2[\Omega_f(n)]. \hspace{1cm} (88)
$$

Hence, the approximation (70) becomes valid due to assumption (86).

From Lemma 2 it follows [19] that, the approximation in (72) also becomes valid if we further assume for the bandlimited $a(n)$ that

$$
8 \sin^2\left(\frac{\Omega_a}{2}\right) < [\sin^2(\Omega_a)]_{\text{max}}
$$

$$
4\kappa \sin^2\left(\frac{\Omega_a}{2}\right) < [\sin^2(\Omega_a)]_{\text{max}}, \hspace{1cm} (89)
$$

if $a(n) = 1 + \kappa b(n) \geq 0$.

Now, consider the backward difference

$$
y(n) = x(n) - x(n - 1)
= \frac{a(n) c(n) + [a(n) - a(n - 1)] \cos[\phi(n - 1)]}{\Omega_f(n) E(n)} \hspace{1cm} (90)
$$

where

$$
c(n) = \cos[\phi(n)] - \cos[\phi(n - 1)]
= 2 \sin\left[\frac{\phi(n) + \phi(n - 1)}{2}\right] \cdot \sin\left[\frac{\phi(n - 1) - \phi(n)}{2}\right]. \hspace{1cm} (91)
$$

From (84)–(86) we obtain

$$
c(n) = -2 \sin[\Omega_f(n - 0.5)/2] \sin[\phi(n - 0.5)].
$$

Lemma 2 implies that the order of magnitude of the terms in (90) are

$$
D_{\text{max}} = 2 \sin(\Omega_f/2)_{\text{max}} a_{\text{max}},
$$

$$
E_{\text{max}} = 2 \sin(\Omega_a/2) a_{\text{max}}.
$$

Due to assumption (89), $D$ is the dominant term because its order of magnitude is much larger than that of $E$. Hence, ignoring the term $E$,

$$
y(n) = -2a(n) \sin[\Omega_f(n - 0.5)/2] \sin[\phi(n - 0.5)].
$$

Assuming that

$$
\Omega_m \ll \Omega_c \hspace{1cm} (96)
$$

and using the standard series expansions for $\sin(\cdot)$ and $\cos(\cdot)$ together with the first-order approximation $(1 + v)^p = 1 + pv$ if $|v| \ll 1$ yields, for any real $r$,

$$
\sin[r \Omega_f(n)] \approx \sin(r \Omega_c + r \Omega_m \cos(\Omega_f q(n)).
$$

Thus, the approximate amplitude signal of $y(n)$ is essentially bandlimited with highest frequency $\Omega_c + \Omega_f$. Hence, if we make the assumption [stronger than (89)]

$$
8 \sin^2\left[(\Omega_a + \Omega_f)/2\right] \ll [\sin^2(\Omega_a)]_{\text{max}}
$$

$$
4\kappa \sin^2\left[(\Omega_a + \Omega_f)/2\right] \ll [\sin^2(\Omega_a)]_{\text{max}} \hspace{1cm} (98)
$$

if $a(n) = 1 + \kappa b(n) \geq 0$

then

$$
\Psi[\psi(n)] \approx 4a^2(n) \sin^2[\Omega_f(n - 0.5)/2] \cdot \sin^2[\Omega_f(n - 0.5)].
$$

To proceed further, one approach is to ignore the half-sample shift, since

$$
|\Omega_f(n - 0.5) - \Omega_f(n)| \approx \frac{\Omega_m \Omega_f}{2} \ll \Omega_c \hspace{1cm} (100)
$$

Then, we can set $\Omega_f(n) = \Omega_f(n - 0.5)$ and combine (72) and (99) to derive the following discrete energy separation algorithm (DESA) for estimating the instantaneous frequency and envelope:

$$
\arccos\left(1 - \frac{\Psi[x(n) - x(n - 1)]}{2\Psi[x(n)]}\right) = \Omega_f(n). \hspace{1cm} (101)
$$

$$
\sqrt{1 - \left(1 - \frac{\Psi[x(n) - x(n - 1)]}{2\Psi[x(n)]}\right)^2} \approx |a(n)|. \hspace{1cm} (102)
$$

We call this algorithm DESA-1a, where "1" implies the approximation of derivatives with a single sample differ-
ence and “a” refers to the usage of asymmetric difference. We have experimentally tested DESA-1a and found that it generally works quite well in estimating the amplitude and frequency signals. (Numerical results are given later). However, since we used an asymmetric difference for approximating the derivative, a further improvement may result as discussed later if we symmetrize the term \( \Psi [x(n) \pm x(n - 1)] \) by averaging it with \( \Psi [x(n + 1) - x(n)] \). Thus, if we repeat the analysis done for the backward difference \( y \) for the forward difference \( z \), we obtain

\[
 z(n) = x(n + 1) - x(n) = y(n + 1)
\]

and applying the energy operator

\[
 \Psi [z(n)] = 4a^2(n) \sin^2 \left[ \frac{\Omega(n + 0.5)}{2} \right] \sin^2 \left[ \Omega(n + 0.5) \right]
\]

By averaging the results in (99) and (105) and assuming that the shifts by \(+\frac{1}{2}\) and \(-\frac{1}{2}\) sample approximately cancel out, we have

\[
 \Psi [y(n)] + \Psi [z(n)]
\]

(106)

Thus, the action of \( \Psi \) on asymmetric derivatives is partially "symmetrized" by averaging the action of \( \Psi \) on two opposite asymmetric derivatives. Then combining (72) and (106) yields another DESA given by the formulas

\[
 \arccos \left( 1 - \frac{\Psi [y(n)] + \Psi [y(n + 1)]}{4\Psi [x(n)]} \right) = \Omega(n)
\]

(107)

\[
 \sqrt{1 - \left( 1 - \frac{\Psi [y(n)] + \Psi [y(n + 1)]}{4\Psi [x(n)]} \right)^2} \approx |a(n)|
\]

(108)

We call this the DESA-1 algorithm. The frequency estimation part works as long as \( 0 < \Omega(n) < \pi \), since the principal value of the \( \arccos (v) \) function assumes that \( v \in [0, \pi] \). Thus, the DESA-1 algorithm can estimate instantaneous frequencies up to \( \frac{1}{2} \) the sampling frequency. Note that we can replace the left side of (107) with its equivalent expression

\[
 2 \arcsin \left( \frac{\Psi [y(n)] + \Psi [y(n + 1)]}{8\Psi [x(n)]} \right) = \Omega(n)
\]

(109)

However, the formula using \( \arccos (v) \) is computationally more complex than the formula using \( \arcsin (v) \) because it requires an additional square-root operation per sample.

For the validity of the approximate results (72), (99), and (105), and the DESA-1, it is assumed in this paper that we deal with signals \( x(n) \) such that \( \Psi [x(n)] \geq 0 \) and \( \Psi [x(n) - x(n - 1)] \geq 0 \) for all \( n \). As discussed for the continuous-time case, this is satisfied by many classes of AM-FM signals [19]. For the present work it suffices to say that, in most of our experiments with noiseless AM-FM and bandpass filtered speech signals, we have very rarely encountered a negative \( \Psi [x(n)] \), and in most such cases the negative value appeared to be due to round-off errors. Note also that, by (72), if for some \( n_0 \) we have \( \Psi [x(n_0)] = 0 \), then assuming that \( \Omega(n_0) \neq 0 \), we have \( a(n_0) = 0 \): also, \( \Psi [y(n_0)] \approx 0 \). Thus, at such time instants we cannot estimate the frequency \( \Omega(n) \) using the DESA-1. In our implementations, whenever we encountered such a situation we set the amplitude equal to zero and estimated the frequency from its value at the previous sample, i.e., set \( \Omega(n_0) = \Omega(n_0 - 1) \). This is in accordance with our general assumption that \( \Omega \) varies more slowly than the signal \( x \). An alternative implementation would be to interpolate the frequency signal value at such time instants from its neighbors.

Fig. 1 shows that the application of DESA-1 to an AM-FM signal, whose amplitude and frequency modulating signals were single cosines, results in a successful approximate estimation of the amplitude and frequency signals with relatively small errors. Note that both the AM and the FM parts of this AM-FM signal have a large amount of modulation, i.e., 50% AM since \( \kappa = 0.5 \) and 20% FM since \( \lambda = \Omega_m/\Omega_r = 0.2 \). Despite these large amounts of modulation, the DESA performs well. Obviously, its performance is even better at lower amounts of modulation. Also note that Fig. 1(b) shows the square root of the output of the energy operator when applied to the original AM-FM signal; this output signal is approximately the product of the amplitude and the sine of the frequency signal. Then the DESA-1 separates these two information signals. Finally, we have found that DESA-1 performs very similarly to DESA-1a, although the latter almost always yields somewhat larger estimation errors. Numerical comparisons between the errors of DESA-1 and DESA-1a are given in Section IV.

Concluding, we note that it is very simple to implement DESA-1 since it only requires a few simple operations per output sample and involves a very short window of samples around the time instant at which we estimate the amplitude and frequency. Details on the computational complexity of DESA-1 are discussed later in Section VI-A.

2) Bandlimited-Amplitude/Linear-Frequency Modulating Signals:

Consider now a discrete AM-FM/Linear signal \( x(n) = a(n) \cos [\phi(n)] \) over a finite time interval, i.e., a chirp signal with a time-varying amplitude \( a(n) \) and linearly-varying instantaneous frequency

\[
 \Omega_i(n) = \Omega_r + \Omega_m \left( \frac{2n}{N} - 1 \right), \quad n = 0, 1, \ldots, N.
\]

(110)
Its quadratic phase signal is
\[
\phi(n) = \Omega_c n + \Omega_m \left( \frac{n^2}{N} - n \right) + \phi(0). \tag{111}
\]
By repeating $\Omega_c(n)$ every $N + 1$ samples one can view it as a periodic signal. However, although we can represent this linear $\Omega_c(n)$ over the interval $[0, N]$ as a combination of cosines (via DFT), it is not effectively bandlimited in the sense of not having a highest frequency $\ll 1$. Thus, we use a different approach than in the case of bandlimited frequency modulating signals.

First, note that for any integers $k, m$

\[
\phi(k) + \phi(m) = 2\phi \left( \frac{k + m}{2} \right) + \frac{\Omega_m}{2N} (k - m)^2 \tag{112}
\]

\[
\phi(k) - \phi(m) = (k - m)\Omega_c \left( \frac{k + m}{2} \right). \tag{113}
\]
By setting \( k = n + 1 \) and \( m = n - 1 \) it follows that
\[
\begin{align*}
\cos \left[ \phi(n-1) \right] \cos \left[ \phi(n+1) \right] \\
= \frac{1}{2} \left( \cos \left[ \phi(n+1) + \phi(n-1) \right] \\
+ \cos \left[ \phi(n+1) - \phi(n-1) \right] \right) \\
= \frac{1}{2} \left( \cos \left[ 2\phi(n) + \frac{2\Omega_m}{N} \right] + \cos \left[ 2\Omega_L(n) \right] \right) \\
= \cos^2 \left[ \phi(n) \right] - \sin^2 \left[ \Omega_L(n) \right] - \sin \left[ 2\phi(n) + \frac{\Omega_m}{N} \right] \\
\cdot \sin \left( \frac{\Omega_m}{N} \right).
\end{align*}
\] (114)

Hence, if we assume
\[
\sin \left( \frac{\Omega_m}{N} \right) \ll \sin^2 \left( \Omega_L \right) \text{max}
\] (115)
we obtain the approximation \( \Psi[\phi(n)] \approx \sin^2 \left[ \Omega_L(n) \right] \).

Note that (115) implies
\[
\frac{\Omega_m}{N} \ll 1.
\] (116)

Then, by further assuming that \( a(n) \) is bandlimited with bandwidth \( \Omega_a \) satisfying (89) we obtain
\[
\Psi[a(n) \cos \left( \phi(n) \right)] = a^2(n) \sin^2 \left[ \Omega_a(n) \right].
\] (117)

Now consider the backward difference
\[
y(n) = x(n) - x(n - 1) \\
= a(n)c(n) + [a(n) - a(n - 1)] \cos \left[ \phi(n - 1) \right]
\] (118)

where
\[
c(n) = \cos \left[ \phi(n) \right] - \cos \left[ \phi(n - 1) \right] \\
= -2 \sin \left[ \Omega_L(n - 0.5) \right] \sin \left[ \phi(n - 0.5) + \frac{\Omega_m}{4N} \right].
\] (119)

By (89), the term \( a(n)c(n) \) has a larger order of magnitude than the residual \( y(n) - a(n)c(n) \). Hence, we can set \( y(n) = a(n)c(n) \). Assuming further that
\[
\Omega_m \ll \Omega_a
\] (121)
and using the approximation (97) leads us to conclude that the effective bandwidth of \( a(n) \sin(\Omega_a(n - 0.5) / 2) \) is equal to \( \Omega_a \). Therefore, from (89), (115), and (117) it follows that
\[
\Psi[y(n)] = 4a^2(n) \sin^2 \left[ \Omega_a(n - 0.5) / 2 \right] \\
\cdot \sin^2 \left[ \Omega_a(n - 0.5) \right].
\] (122)

Note that
\[
\Omega_a(n) - \Omega_a(n - 0.5) = \frac{\Omega_m}{2N} \ll \Omega_a.
\] (123)

Hence, we can set \( \Omega_a(n) \approx \Omega_a(n - 0.5) \) and apply the asymmetric algorithm DESA–1 of (101), and (102) to find both \( \Omega_a(n) \) and \( \left| a(n) \right| \). In addition, our extensive numerical comparisons (discussed later) have shown that a further improvement almost always results if we apply the symmetrized algorithm DESA–1.

Fig. 2 shows the good amplitude/frequency separation and tracking capabilities of the DESA–1 in the case of an AM–FM signal with a sinusoidally-varying amplitude and linearly-varying frequency components. The percent of both AM and FM is 25% in this example. Despite the discontinuity in the slope of the frequency signal, we see that DESA–1 performs quite well in separating and tracking the amplitude and frequency signals.

IV. DISCRETE-TIME ENERGY SEPARATION ALGORITHM–2 (DESA–2)

In this section, we develop an alternative DESA that avoids the previous half-sample shifts in the estimated frequency signal by using a symmetric difference to approximate the first derivative \( \dot{x}(t) \). We first start from the simple case of a cosine with constant amplitude/frequency that inspires the specific algorithm. Then we show that the algorithm also works for general AM–FM signals.

A. Cosine with Constant Amplitude/Frequency

Consider the cosine
\[
x(n) = A \cos \left( \Omega_c n + \theta \right)
\] (124)
and the 3-sample symmetric difference
\[
s(n) = [(x(n + 1) - x(n)) + (x(n) - x(n - 1))] / 2 \\
= [x(n + 1) - x(n - 1)] / 2 \\
= A \cos \left( \Omega_c (n + 1) + \theta \right) \\
- \cos \left( \Omega_c (n - 1) + \theta \right) / 2 \\
= -A \sin \left( \Omega_c \right) \sin \left( \Omega_c n + \theta \right)
\] (125)
s(n) is the simplest symmetric form for the approximation of the first derivative \( \dot{x} \) that gives the estimate of the derivative at a sample point. Then
\[
\Psi[s(n)] = A^2 \sin^4 \left( \Omega_c \right).
\] (126)
By combining (126) with (58) we obtain
\[
\sin^2 \left( \Omega_c \right) = \frac{1 - \cos \left( \Omega_c \right)}{2} = \frac{\Psi[s(n)]}{\Psi[x(n)]}
\] (127)
\[
A^2 = \frac{\Psi[x(n)]}{\Psi[s(n)]}.
\] (128)
Hence, the constant frequency and absolute amplitude can be obtained from the following equations:
\[
\Omega_c = \arcsin \left( \frac{\Psi[x(n + 1) - x(n - 1)]}{4 \Psi[x(n)]} \right)
\] (129)
Fig. 2. (a) AM–FM/Linear signal $x(n) = a(n) \cos \left[ 0.2 \pi n + \pi (n - 100)^2 / 4000 \right]$ for $n = 0, \ldots, 200$ and $x(n) = a(n) \cos \left[ 0.25 \pi n - \pi (n - 200)^2 / 4000 + \pi / 2 \right]$ for $n = 201, \ldots, 400$, where $a(n) = 1 + 0.25 \cos (\pi n / 100)$. (b) $\sqrt{\Psi[x(n)]}$. (c) Estimated amplitude envelope using DESA-1. (d) Estimated instantaneous frequency (shown as fraction of $\pi$); the dotted line shows the average value of the true $\Omega_i(n)/\pi$. (e) Error in amplitude estimation. (f) Error in frequency estimation.

\[
\frac{1}{2} \arccos \left[ 1 - \frac{\Psi[x(n + 1) - x(n - 1)]}{2 \Psi[x(n)]} \right] \quad (130)
\]

\[
|A| = \frac{2 \Psi[x(n)]}{\sqrt{\Psi[x(n + 1) - x(n - 1)]}}. \quad (131)
\]

Note that if $x(n)$ has been obtained from sampling a continuous-time signal, then the actual frequency $f_i$ (in Hz) can be found from $\Omega_i$ and the sampling frequency $f_s$ as $f_i = \Omega_i f_s / 2 \pi$.

**B. AM–FM Signals**

Consider first a discrete-time AM–FM signal $x(n) = a(n) \cos \left[ \phi(n) \right]$ whose instantaneous frequency signal $\Omega_i(n)$ is a finite sum of cosines as in (78), bandlimited with bandwidth $\Omega_f \ll 1$ and with maximum deviation $\Omega_m \ll \Omega_i$, and whose general amplitude signal $a(n)$ is band-
limited with bandwidth $\Omega_c$ satisfying (98). Its symmetric difference is
\[
s(n) = \frac{[x(n + 1) - x(n - 1)]}{2} = D(n) + E(n)
\]
(132)
where
\[
D(n) = a(n) \frac{\cos \phi(n + 1) - \cos \phi(n - 1)}{2}
\]
\[
E(n) = [a(n + 1) - a(n)] \cos \frac{\phi(n + 1)}{2} + [a(n) - a(n - 1)] \cos \frac{\phi(n - 1)}{2}.
\]
(133)
Since $\Omega_f \ll 1$, if follows from (84), (85) that
\[
c(n) = -\sin \left[ \frac{\phi(n + 1) - \phi(n - 1)}{2} \right] \cdot \sin \left[ \frac{\phi(n + 1) + \phi(n - 1)}{2} \right]
\]
\[
\approx -\sin [\Omega_c(n)] \sin [\phi(n)].
\]
(135)
Now $D_{max} = a_{max} \sin (\Omega_{c})_{max}$ and $E_{max} = 2a_{max} \sin (\Omega_{c}/2)$. Hence, the order of magnitude of $D$ is much larger than that of $E$. Thus, ignoring $E$,
\[
s(n) = -a(n) \sin [\Omega_c(n)] \sin [\phi(n)].
\]
(137)
Since $\Omega_m \ll \Omega_c$, it follows from the approximation (97) that the amplitude $a(n) \sin (\Omega_c(n))$ of $s(n)$ has an effective bandwidth of $\Omega_n + \Omega_f$. Hence, by (72) and (98),
\[
\Psi[s(n)] \approx a^2(n) \sin^4 [\Omega_c(n)].
\]
(138)
The above analysis yields the following formulas for estimating the time-varying frequency and amplitude envelope of the AM–FM signal:
\[
\frac{1}{2} \arccos \left( 1 - \frac{\Psi[x(n + 1) - x(n - 1)]}{2\Psi[x(n)]} \right) = \Omega_c(n)
\]
(139)
\[
\frac{2\Psi[x(n)]}{\sqrt{\Psi[x(n + 1) - x(n - 1)]}} = |a(n)|.
\]
(140)
We call this the DESA–2 algorithm, where "2" implies the approximation of first-order derivatives by differences between samples whose time indices differ by 2. This DESA uses symmetric differences and thus avoids having to involve values of $\Omega_c$ at noninteger time indices. The frequency estimation part assumes that $0 < \Omega_c(n) \leq \pi / 2$.
Thus, the DESA–2 can be used to estimate instantaneous frequencies \(\leq 1/4\) the sampling frequency. This does not present a problem because by doubling the sampling frequency it can be used to estimate frequencies up to $1/2$ the original sampling frequency. Note also that the formula with $\arccos(\cdot)$ in (139) can be replaced by an $\arcsin(\cdot)$ expression
\[
\arcsin \left( \frac{\sqrt{\Psi[x(n + 1) - x(n - 1)]}}{2\Psi[x(n)]} \right) \approx \Omega_c(n)
\]
(141)
but this comes at the expense of an additional square-root operation per sample.
We have applied DESA–2 to many cases of AM–FM signals and found that it performs very similarly to the DESA–1. Actually, in most cases it is not possible to see the difference between the DESA–1 and DESA–2 by visual inspection of the resulting signals. Therefore, we resort to numerical comparisons. For each one of the three DESSAs, Table I shows the mean absolute and rms values for the amplitude and frequency estimation errors normalized by dividing them with the mean absolute and rms values of the corresponding signals. These results were obtained for the following class of AM–FM/Cosine signals
\[
1 + \kappa \cos \left( \frac{\pi}{100} n \right) \cos \left( \frac{\pi}{100} n + 20\lambda \sin \left( \frac{\pi}{100} n \right) \right);
\]
\[
n = 0, 1, \ldots, 400
\]
with instantaneous frequency $\Omega_c(n) = 0.2\pi [1 + \lambda \cos (\pi n / 100)]$. The percent errors in Table I are average values obtained by computing the corresponding errors for 100 combinations of AM and FM amounts ranging between 5% and 50% at steps of 5%, i.e., for all values $(\kappa, \lambda) \in \{(0.05i, 0.05j) ; i, j = 1, \ldots, 10\}$. The results in Table I present strong empirical evidence that, for a ratio of information bandwidth versus carrier in the order of $\Omega_c/\Omega_c = \Omega_f/\Omega_c = 1/20$, on the average all three DESA’s perform very well with errors smaller than 1%, measured using both the mean absolute and the rms norm. Both DESA–1 and DESA–2 clearly outperform DESA–1a. Also, DESA–1 performs slightly better than DESA–2. The difference in their performance was only in the order of 0.01%–0.1% and may be attributed to the fact that DESA–1 uses a smoothing average of the energy signals from the forward and backward derivative and that DESA–2 uses a 3-sample symmetric difference which is a coarser approximation to the first time derivative than the 2-sample differences used by DESA–1. However, as discussed later in Section VI.A, DESA–2 is the fastest of all three DESSA’s; in addition, its mathematical analysis is the simplest.
Another issue regarding the DESA’s is how much their performance deteriorates in the presence of noise. A rigorous treatment of this issue goes beyond the scope of this paper, whose purpose is the development of the basic theory of ESA’s for AM–FM signals with application to rel-
TABLE I

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Amplitude Estimation</th>
<th>Frequency Estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean absolute error %</td>
<td>rms error %</td>
</tr>
<tr>
<td>DESA-1a</td>
<td>0.75</td>
<td>0.97</td>
</tr>
<tr>
<td>DESA-1</td>
<td>0.47</td>
<td>0.57</td>
</tr>
<tr>
<td>DESA-2</td>
<td>0.53</td>
<td>0.64</td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>Median Filter</th>
<th>Amplitude Estimation</th>
<th>Frequency Estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean absolute error %</td>
<td>rms error %</td>
</tr>
<tr>
<td>30</td>
<td>no</td>
<td>6.29</td>
<td>10.56</td>
</tr>
<tr>
<td>30</td>
<td>yes</td>
<td>2.77</td>
<td>4.26</td>
</tr>
<tr>
<td>20</td>
<td>no</td>
<td>18.19</td>
<td>29.68</td>
</tr>
<tr>
<td>20</td>
<td>yes</td>
<td>8.93</td>
<td>12.90</td>
</tr>
</tbody>
</table>

Atively noise-free speech signals. However, for empirical comparisons we provide in Table II some numerical results that show the performance of DESA–1 applied to the same AM–FM/Cosine signals used for Table I in the presence of added white Gaussian noise at two signal-to-noise ratio (SNR) levels. We have generally observed that the estimation errors of the DESA’s usually appear as isolated spikes of large amplitude. Hence, an effective way to improve the estimated amplitude and frequency signals is to post smooth them with a median filter. As Table II shows, the use of a 5-point median post smoothing significantly improves the performance of DESA–1 in white noise. Specifically, the DESA–1 followed by a 5-point median yields amplitude and frequency estimation errors less than 5% when the SNR is 30 dB, whereas when the SNR deteriorates to 20 dB the same system yields errors in the order of 10%.

Now let us apply the DESA–2 to the AM–FM/Linear signal $x(n) = a(n) \cos [\phi(n)]$ with the quadratic phase of (111). First, consider the symmetric difference

$$s(n) = \frac{x(n + 1) - x(n - 1)}{2}$$

$$= a(n) \left[ \cos \phi(n + 1) - \cos \phi(n - 1) \right] / 2 + E(n)$$

(142)

where $E(n)$ is given by (134). From (112) and (113) it follows that

$$c(n) = -\sin [\Omega_n(n)] \sin \left[ \phi(n) + \frac{\Omega_m}{N} \right].$$

(143)

Ignoring the $E(n)$ term, whose order of magnitude is much smaller than that of $a(n) c(n)$, yields

$$s(n) \approx -a(n) \sin [\Omega_n(n)] \sin \left[ \phi(n) + \frac{\Omega_m}{N} \right].$$

(144)

Assuming $\Omega_m << \Omega$, and using (97) implies that the approximate amplitude $a(n) \sin (\Omega_n(n))$ of $s(n)$ has effective bandwidth equal to $\Omega_0$. Therefore, assuming (89) and (115),

$$\Psi[s(n)] = a^2(n) \sin^3 [\Omega_n(n)].$$

(145)

Hence, we can apply the DESA–2 algorithm, exactly as for the general AM–FM case, to approximately recover the instantaneous frequency and amplitude of the AM–FM/Linear signal.

We have performed extensive numerical comparisons among the three DESA’s applied to AM–FM signals with sinusoidal amplitude and linearly-varying frequency in the absence or presence of noise, and the results were very similar to the ones reported in Tables I and II. Namely, in the absence of noise, all DESAs yielded amplitude and frequency estimation errors in the order of 1% or less for AM amounts of 5%–50% and FM amounts of 2.5%–25%.

The DESA–1 had the best performance. In the presence of noise with SNR = 30 dB, the DESA–1 followed by post smoothing via a 5-point median filter yielded errors less than 10%.

V. APPLICATION TO SPEECH ANALYSIS

The analysis in the previous sections has established that the ESA’s can track well the time-varying amplitude and frequency variations in AM–FM signals. Here we apply them to detect modulations in speech resonances. For all the experiments in this section we use the DESA–1.

A. Evidences for Speech Modulations

By “speech resonances,” or “cavity resonators,” we loosely refer to the oscillator systems formed by local vocal tract cavities emphasizing certain frequencies and de-emphasizing others. There are several experimental and
theoretical evidences for the existence of modulations in speech signals. Most of them are centered around recent ideas of analyzing the dynamics of speech production using concepts from fluid dynamics to study the properties of the speech airflow. Our initial inspiration to consider such issues about speech production has come from Teager’s work [30]–[34]. In addition, the current availability of fast computers has made it possible (and an interesting research area in its own right) to investigate fluid dynamics phenomena during speech production through numerical simulations [9], [10], [35] of the nonlinear partial differential equations governing the physics of the speech airflow in the vocal tract. Next we list and briefly discuss some evidences for speech modulations.

1) Separated and Unstable Airflow: Teager concluded from his extensive air velocity measurements in the vocal tract that the airflow is highly separated. Related discussion can be found in [11], [31], [33], [34]. Quoting from Teager [33], “... During phonation, airflow in the mouth, and most probably in the rest of the vocal tract, is separated, not isotropic. That is to say, the flow, instead of being stable and uniform across any cross section during a single pitch period, is time varying, concentrated near surfaces, and can switch many times between those surfaces ...” One can theoretically predict the separation of speech airflow at cavity inlets by using standard arguments from fluid dynamics [36] about the pressure and velocity fields. For our work on speech modulations, the important implication from these considerations is that the air jet flowing through the vocal tract during speech production is highly unstable and oscillates between its walls, attaching or detaching itself, and thereby changing the effective cross-sectional areas and air masses, which affects the frequency of a cavity resonator.

2) Vortices: During speech production vortices can easily build up that can encircle the air jet passing through. These vortices can act as modulators of the energy of the jet. Vortices in the speech airflow have been experimentally found in Teager’s work and in numerical simulations of the vocal tract [9], [35]. They have also been theoretically predicted in [22], [32] using simple geometries.

3) Oscillators with Time-Varying Elements: Even in simple second-order oscillators it is known that slow time variations of the oscillator elements can result in amplitude or frequency modulation of the simple oscillator’s cosine response. For example, consider an undriven undamped oscillator consisting of a mass \( m \) and a spring with stiffness coefficient \( k \). The motion equation is

\[
x + \omega_n^2 x = 0, \quad \omega_n^2 = \frac{k}{m}
\]

where \( x(t) \) is the displacement. If \( m \) or \( k \) are time varying, then the frequency \( \omega_n \) is also time-varying. For example, assume it can be modeled as

\[
\omega_n^2(t) = \omega_n^2 \left[ 1 + 2 \frac{\omega_n}{\omega_c} \cos(\omega_f t) \right]
\]

If \( \omega_n << \omega \) and \( \omega_f << \omega_c \), it has been shown in [3], [37] that the approximate solution of (146) is

\[
x(t) = A \cos \left[ \omega_n t + \frac{\omega_n}{\omega_f} \sin(\omega_f t) \right]
\]

which is an FM signal. Similarly second-order oscillators with time-varying damping generate responses that contain amplitude modulation [38]. Thus, during speech production, the time-varying air masses and effective cross-sectional areas of vocal tract cavities that rapidly vary following the separated airflow can cause modulations of the pressure and velocity fields.

4) Energy Pulses: Teager [34] found experimental evidence that speech resonances exhibit modulation structure that cannot originate from a second-order linear resonator model. To see this let us assume that we have a discrete-time second-order linear resonator system with impulse response

\[
x(n) = A r^n \cos(\Omega, n + \theta).
\]

Then applying \( \Psi \) to \( x(n) \) yields

\[
\Psi[A r^n \cos(\Omega, n + \theta)] = A r^n \sin^2(\Omega,). \quad (150)
\]

This is illustrated in Figs. 3(a) and (b). In the same figure the DESA is used to estimate the exponentially-decaying amplitude envelope \( A r^n \) and the constant frequency \( \Omega, \). Thus, if a signal representing a speech resonance were produced by a second-order linear resonator, then this signal would cause an exponentially-decaying output from the energy operator. In contrast, Teager found that band-pass filtering of speech vowel signals around their formants and then applying the energy operator often yielded several pulses, which he called “energy pulses,” per pitch period. These energy pulses indicate some kind of modulation in each formant. In [30], [32] it appears that Teager also did some work, which he called “microdissection,” on trying to isolate the instantaneous amplitude and frequency of such modulations, although the mathematical details and algorithms used are not described therein. In our speech experiments [17], [18] we also found these energy pulses and attempted to model them using AM-FM signals, as explained next.

B. Speech Resonances

All the previous discussion paved the way and motivated now the modeling of a single speech resonance (in discrete time) by an exponentially-damped AM-FM
\begin{equation}
R(n) = a(n) \cos [\phi(n)]
\end{equation}

\begin{equation}
= r^n A(n) \cos \left[ \Omega_c n + \Omega_m \int_0^n q(k) \, dk + \phi(0) \right]
\end{equation}

where \(\Omega_c\) is the center frequency value of the formant, the instantaneous frequency \(\Omega_i(n) = \Omega_c + \Omega_m q(n)\) models the time-varying formant whose deviation from \(\Omega_c\) follows some modulating signal \(q(n), |q(n)| \leq 1\), \(A(n)\) is some time-varying amplitude, and \(r \in (0, 1)\) is related to the rate of energy dissipation. By assuming that the total amplitude \(a(n)\) and instantaneous frequency \(\Omega_i(n)\) do not vary too fast in time or too greatly compared with the carrier \(\Omega_c\), it follows from the discussion in Sections III and IV that

\begin{equation}
\sqrt{\Psi[R(n)]} = r^n |A(n)\sin(\Omega_c + \Omega_m q(n))|.
\end{equation}

Thus, \(\sqrt{\Psi[R(n)]}\) is an exponentially-damped product of the envelope and the sine of the instantaneous frequency of the resonance. For notational simplicity we will henceforth hide the decay factor \(r^n\) into the total amplitude signal \(a(n) = r^n A(n)\); this causes no loss of generality because \(\Psi[r^n x(n)] = r^{2n} \Psi[x(n)]\) for any signal \(x\).

An example of an exponentially-damped AM–FM input signal is shown in Fig. 4(a). Fig. 4(b) shows the \(\sqrt{\Psi}\)'s output, which is approximately equal to the product of the amplitude envelope (AM component) and the sine of the instantaneous frequency (FM component). However, the AM component dominates and visually hides the FM component, because the amount of AM is much larger than the amount of FM. The relative error magnitude in

---

There has been some previous work in modeling nonstationarity in speech signals. In [21] the speech signal was modeled as a sum of harmonic sine-wave components (not resonances) with time-varying amplitudes and frequencies. However, during the estimation part in [21] constant amplitudes and frequencies were assumed over an analysis frame; during the synthesis part time-varying quadratic frequencies and linear amplitudes were allowed. In another work [20] nonstationarity in speech signals was modeled by using continuous-time sinusoids with time-varying frequency and amplitude. However, the amplitude was constrained to be only a Gaussian, exponential, or constant function, whereas the instantaneous frequency was constrained to only vary linearly. In contrast, our approach allows for arbitrary amplitude and frequency signals, that are either bandlimited or slow varying. Also, the above works model speech harmonics whereas our work deals with resonances. Finally, in [20] the parameters of the sinusoids were found by minimizing a weighted average squared spectral error criterion based on short-time Fourier transforms. In contrast, our approach using energy operators and ESA's is more efficient due to the simplicity of these nonlinear operators and can adapt much more rapidly to speech nonstationarities due to the almost instantaneous nature of the energy operators.
The square root of \( \Psi \) estimating the product of the AM and FM components was 0.2%. Despite the mixing of the two components in \( \Psi \)'s output, the DESA was able to successfully separate and estimate the amplitude envelope and instantaneous frequency as shown in Figs. 4(c) and (d).

We believe that the class of exponentially-damped AM-FM signals (152) where \( a(n) \) and \( \Omega_n(n) \) are narrowband signals that do not vary too fast or too much in time compared to the carrier (e.g., modelable as sums of a few slow-varying sinusoids within a pitch period) may serve as a good model for speech resonances for at least three reasons: i) The shape of the energy pulses in \( \sqrt{\Psi} \)'s output when the input is a synthetic exponentially-damped AM-FM signal with sinusoidal modulating signals matches well the shape of the energy pulses observed on actual bandpass filtered speech waveforms. This can be seen by comparing the energy pulses in the synthetic example of Fig. 4 and the energy pulses on real speech resonances shown later. ii) As we have already discussed, there exist strong experimental and theoretical evidences for speech resonances to have time-varying formants and amplitudes. iii) The modulating signals in AM-FM models can be efficiently estimated by using the DESA's.

**Experiments:** Here we describe some of our experiments on detecting modulations in speech resonances. We extract a single resonance by bandpass filtering the speech with a Gabor filter [7], whose impulse and frequency response are

\[
h(t) = \exp\left(-\alpha^2 t^2\right) \cos(\omega t) \tag{154}
\]

\[
H(\omega) = \frac{\sqrt{\pi}}{2\alpha} \left[ \exp\left(-\frac{(\omega - \omega_c)^2}{4\alpha^2}\right) + \exp\left(-\frac{(\omega + \omega_c)^2}{4\alpha^2}\right) \right]. \tag{155}
\]

The reasons for selecting the above bandpass filter are twofold: i) It is optimally compact in the time and frequency domains, because its rms time and frequency width product assumes the minimum value in the uncertainty principle inequality; ii) The Gaussian shape of \( H(\omega) \) avoids producing sidelobes (or big sidelobes after truncation of \( h \)) that could produce false pulses in the \( \Psi \)'s output.

Our design of the discrete bandpass Gabor filter proceeds as follows: A center formant frequency \( \tilde{f}_c \), is selected from the short-time speech spectrum. A value of \( \alpha \) is selected.

In this paper we simply position the bandpass filters centered around manually-located formant spectral peaks. However, automated adjustment of the filter center frequencies to approximately coincide with the formant center frequencies is possible as follows: It has been found in [8] that iteratively applying the Gabor bandpass filter (initially centered anywhere in the vicinity of a formant spectral peak) and the DESA by updating the center filter frequency as the average of the estimated instantaneous frequency converges to the true center formant/filter frequency after a few iterations.
selected to control the bandwidth using the rule [7] that the rms bandwidth of the Gabor filter is equal to \( \alpha / \sqrt{2\pi} \). \( h(t) \) is discretized by replacing \( t \) with \( nT_c \), where \( T_c \) is the sampling period, and truncating \( h(n) \) to a symmetric FIR filter \( h(n) = \exp(-b^2n^2) \cos(\Omega n) \), with \(-N \leq n \leq N\), \( b = \alpha T \), and \( \Omega_c = 2\pi f_c T \). Then the Gabor bandpass filtering is performed by convolving the truncated \( h(n) \) with the speech signal. The integer \( N \) is chosen to truncate the Gaussian envelope of \( h(n) \) essentially to zero; e.g., \( \exp(-b^2 N^2) = 10^{-5} \).

Fig. 5 shows (a) a 30 msec segment of a speech vowel /E/ from the word "f/ea/ther" sampled at \( f_s = 30 \) kHz; (b) its spectral magnitude superimposed with the magnitude response of a bandpass Gabor filter centered at a formant \( f_c = 1580 \) Hz; (c) the speech signal part \( x(n) \) corresponding to this frequency band; (d) the energy operator
applied on \( x(n) \); (e) the amplitude envelope and (f) the instantaneous frequency extracted using the DESA. The frequency signal was post-smoothed by a median filter to suppress a few isolated impulse-like spikes occurring at amplitude valleys. The experiment reported in Fig. 5 is repeated for the same speech vowel segment but for its next two higher formants, i.e., 2350 Hz in Fig. 6 and 3400 Hz in Fig. 7. As Figs. 5(d), 6(d), and 7(d) show, there are present two (2–3) energy pulses per pitch period. We have seen similar numbers of energy pulses in many other of our experiments with signals from speech vowels. As explained before, these multiple energy pulses per pitch period in the output of \( \Psi \) applied on a speech resonance signal indicate the existence of modulations. Namely, if the resonance were linear with constant amplitude and frequency, then the energy operator's output
would be a damped exponential with no pulses as in (150). The structure of the damped AM–FM signal (152) with sinusoidal AM and FM modulating signals (or superpositions of a few sinusoids) and its output (153) from $\Psi$ may approximately explain the shape of these measured energy pulses. This is further supported by the shape of the actual amplitude envelope and instantaneous frequency that the separation algorithm has extracted from the speech resonances.

As Figs. 5(e), (f), 6(e), (f), and 7(e), (f) show, the energy separation algorithm uncovers some interesting modulation structures in speech resonances. We see there very strong AM modulation; further the amplitude envelope seems to closely follow the energy operator’s output. Thus the AM component seems to visually dominate the FM component in the energy operator’s output. Nevertheless, the FM is strong especially in the two higher formants. Specifically, the estimated instantaneous fre-
quency signals seem to oscillate around their center formant value with the frequency deviations whose local maxima can reach 200 Hz. However, the instantaneous variation of the lower formant is sometimes small, as shown in the first part of Fig. 5(f) where it increases in the second part of the speech segment. In higher formants we have generally observed stronger modulations, e.g., see Fig. 7(f). We have also found that the instantaneous frequency profiles estimated via the DESA often contain isolated narrow spikes, which are usually caused either by amplitude valleys or by the onset of a new pitch pulse; the latter issue is further explained in a subsequent section. At valleys of the amplitude envelope, the energy signal goes close to zero, thereby creating abrupt spikes in the frequency profile. Excluding these narrow spikes, in vowels the instantaneous frequency and amplitude envelope profiles follow a roughly sinusoidal pattern. Note that the signals used in Figs. 5–7 were sampled at 30 kHz. The reason for using this rather high sampling frequency was to be able to observe the variations of the amplitude and frequency signals at finer time scales. We have observed very similar patterns for a 10 kHz sampling frequency. Finally, there have been a few cases of signals from low formants of vowels where we observed only one major energy pulse per pitch period. This may be partially explained by a large amount of damping, or by a low amount of AM-FM modulation for the specific speaker/sound/formant combination.

Fig. 8 shows a similar speech experiment but for the voiced fricative /Z/ and for a formant around $f_c = 6300$ Hz. We observe there that the instantaneous frequency and amplitude envelope profiles have more complicated shapes than the amplitude/frequency profiles observed in vowels. This is perhaps due to the random bursts of energy that accompany frication. Our understanding of the modulation occurring during frication is still incomplete. As a preliminary model, we speculate that a resonance of a fricative speech signal can be modeled as an AM-FM signal whose modulating signals $a(n)$ and $q(n)$ are mostly random.

Note that our modeling of a single resonance in the vocal tract output using an AM-FM signal does not explicitly take into consideration the facts that actual speech vowels are quasi-periodic and usually consist of multiple resonances. Both of these phenomena introduce an additive component to the single resonance which may alter the output of the energy operator and the DESA estimates. Next we briefly analyze these two issues.

C. Effects of Pitch

The jumps in the output of $\Psi$ in the vicinity of the onset of a new pitch period can be explained by observing that the input single-resonance signal in the neighborhood of a pitch impulse can be modeled as the product of an AM-FM signal $x(n) = a(n) \cos \{\phi(n)\}$ and a unit step signal $u(n)$, where the time origin $n = 0$ has been taken at the location of some pitch “impulse.” The output of $\Psi$ to such a signal is

$$\Psi [x(n)u(n)] = \Psi [x(n)]u(n) + \delta(n)$$

$$- [x^2(0) - \Psi (x(n))]_{n \rightarrow 0}$$

(156)

since $\Psi [u(n)] = \delta(n)$ where $\delta$ is the discrete-time unit impulse. Hence the output of $\Psi$ contains a right-sided version of $\Psi [x(n)] = a^2(n) \sin^2 \{\theta(n)\}$ and an impulse at the location of the pitch impulse. These impulse jumps in the output of $\Psi$ due to the pitch periodicity account for some of the observed jumps in the amplitude envelope and the spikes in the instantaneous frequency estimated from applying the DESA to the speech resonance signal.

To further understand the effects of pitch, we next examine the structure of the amplitude and frequency signals obtained by applying the DESA to resonances from simple vowel-like signals synthesized using time-invariant linear resonators. The motivation is to compare them with our experimental results from real speech resonances. First note from Fig. 3 that a signal produced by a second-order linear resonator with no pitch periodicity yields an exponentially-decaying amplitude envelope and a constant frequency. If we add the pitch periodicity, e.g., by exciting the above linear resonator with a periodic impulse train of period 100 samples, then we obtain the signal in Fig. 9. This signal mimics the structure of a synthetic vowel with a single constant formant at 1500 Hz and a pitch frequency of 100 Hz. (The sampling frequency was set equal to 10 kHz.) Then Fig. 9 shows that the $\sqrt{\Psi}$ output and the estimated amplitude envelope via the DESA consist of exponentially-decaying segments interrupted by discontinuity jumps at the time locations of the pitch impulses. The estimated frequency signal is everywhere roughly constant, as it should be, except at the location of pitch impulses where it has large spikes. Finally, Fig. 10 shows a segment from a synthetic vowel generated from the parallel superposition of two single-formant vowel synthesizers of the same type as used in Fig. 9. This synthetic signal has two formants, one at 500 Hz with relative gain 1 and the other at 1500 Hz with relative gain 0.5. The rest of Fig. 10 reports the same experiment as in the real speech experiments of using a Gabor bandpass filter to extract the formant around 1500 Hz and then using the energy operator and the DESA to estimate the instantaneous amplitude and frequency of this resonance. As expected, the amplitude signal consists of exponential-decaying segments with jumps at pitch impulse locations, whereas the frequency signal is everywhere constant except for some narrow doublet-like pulses around the pitch impulse locations. These pitch-induced doublets have a very small height of 20 Hz and are blurred counterparts of the spikes in Fig. 9.

Concluding, the DESA applied to signals corresponding to resonances of vowels synthesized using linear time-invariant resonators yields exponentially-decaying amplitude envelopes and constant formant frequencies except for some narrow pitch-induced spikes. In contrast, the DESA has uncovered energy pulses in the amplitude and
frequency signals of real speech resonances, which indicates the existence of modulations in real speech signals.

D. Effects of Neighboring Formants

Consider the case that arises when, inside the passband of the bandpass filter used to extract a speech resonance, there are two formants closely spaced with approximately equal gains. Let us model this situation with the signal

\[ x(t) = \sin (\omega_1 t + \theta) + \sin (\omega_2 t) \]

\[ = 2 \cos (\omega_1 t + \theta) \sin (\omega_2 t + \theta) \]

(157)

where \( \omega_1, \omega_2 \) are the formant center frequencies and \( \omega_1 \leq \omega_2 \). Then \( x(t) \) is an AM signal whose carrier and envelope frequencies are \( \omega_c = (\omega_1 + \omega_2) / 2 \) and \( \omega_u = (\omega_2 - \omega_1) / 2 \).
respectively. Thus, \( \sqrt{V[x(t)]} = 2\omega_c \{ \cos(\omega_c t + \theta) \} \), and hence \( \sqrt{V[x(t)]} \) will track the envelope, if the relative approximation error \( e \) is \( e < 1 \), where \( e = \omega_c / \omega_1 \). For this error to be \( e < 1 \), we must have \( d > 0.5 \), i.e., the two formants must be less than an octave apart. Then, we observe an AM modulation of one formant by the other. Consider also the case of two consecutive pitch harmonics falling within the resonance bandwidth and passing through the bandpass filter. Then, the above two-tone model holds and may predict a possible tracking of a pitch-related AM envelope. However, this envelope varies with a frequency roughly equal to the pitch frequency and thus the modulation does not introduce additional pulses over a pitch period. In addition, we have experimentally observed in voiced speech resonances that the estimated instantaneous frequency may contain "parasitic" small-magnitude (\( \pm 10 - 30 \) Hz) ripples due either to the pitch harmonics or to neighbor formants if the bandpass filter has not completely rejected the neighbor formants. A preliminary model we have thought for this case could be a sum of two cosines, one at the center resonance frequency \( \omega_c \) and another at some neighbor frequency \( \omega_n \), with much smaller amplitude by a factor \( \beta << 1 \) to model a residual frequency peak not completely rejected by the filter:

\[
y(t) = \cos(\omega_c t) + \beta \cos(\omega_n t + \theta)
\]

\[
\approx \cos(\omega_c t - \beta \sin(\omega_n t - \theta) + \beta \cos(\omega_n t - \theta) \cos(\omega_c t) \text{ AM}
\]

where \( \omega_n = \omega_c - \omega_c \). Thus, imperfect bandpass filtering may introduce a parasitic FM component with a very small modulation index \( \beta << 1 \) whose modulating frequency is the difference between the central and the neighbor frequency peak and the carrier is the central frequency. The parasitic AM component has a smaller (by \( \beta \)) order of magnitude than the FM and hence can be ignored. If the neighbor peak is a pitch harmonic, then \( \omega_n \) will be the pitch frequency and hence this parasitic FM will be very slow varying. The maximum frequency deviation in the estimated instantaneous frequency using an energy separation algorithm will be approximately equal to \( \beta \omega_c \); it is this product that determines the peak ripple of the observed parasitic FM component. Preliminary experiments
confirm the above implications of this conjectured model for parasitic FM.

The above discussion implies that the passband of the bandpass filters extracting speech resonances should not be too wide because then they will include significant contributions from neighboring formants which may cause parasitic modulations. On the other hand, the bandpass filters should not have a very narrow passband because this would miss or deemphasize some of the modulations.

Optimal decision schemes for choosing the filter bandwidth are presently being investigated.

VI. DISCUSSION

In this section we conclude by briefly discussing a variety of issues related to the ESA’s and their application to speech analysis.
TABLE III
COMPUTATIONAL COMPLEXITY OF DESA’S
(NUMBER OF OPERATIONS PER SAMPLE)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Additions</th>
<th>Multiplications</th>
<th>arccos (°)</th>
<th>$\sqrt{\cdot}$</th>
<th>$W$</th>
</tr>
</thead>
<tbody>
<tr>
<td>En. Op. $\Psi (\cdot)$</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>DESA-1a</td>
<td>5</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>DESA-1</td>
<td>6</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>DESA-2</td>
<td>4</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

A. Computational Complexity of DESA’s

The DESAs are very simple algorithms to implement with almost trivial computational complexity. Table III compares the complexity of the three DESAs, by assuming that additions and subtractions have the same complexity, and so do multiplications and divisions. Thus all DESAs have linear complexity $O(N)$ where $N$ is the length of the analyzed signal segment in samples and the constants in this $O(N)$ are very small. DESA-2 is the fastest and DESA-1 is the slowest, but the differences are very small. In addition, note that all three DESA’s behave almost as instantaneous signal operators because they are defined based on an extremely short moving window. Specifically, DESA-1 and DESA-2 involve only a moving window of five samples (at times $n$, $n \pm 1$, $n \pm 2$), whereas DESA-1a involves a 4-sample moving window (at times $n$, $n \pm 1$, $n - 2$).

B. Alternative Amplitude/Frequency Separation Algorithms

In addition to the ESA’s that we developed in this paper, it is possible to find other approaches to estimate the amplitude and frequency components of an AM-FM signal. Next, we comment on three such approaches.

1) Continuous-Time Energy Separation: For a cosine

$$x(t) = A \cos (\omega c t + \theta)$$

the following formulas were provided in [39, p. 159] (and in [28] only for the frequency) to exactly compute its constant amplitude $A$ and frequency $\omega$:

$$\omega_c = -\frac{\dot{x}(t)}{x(t)}$$

$$A^2 = x^2(t) - \frac{x'(t)x''(t)}{x(t)}.$$  \hspace{1cm} (159)

We note that the above algorithm contains implicitly the energy operator only in the amplitude estimator; i.e., (160) can be written as

$$A^2 = x^2 - \frac{x'x''}{x^2} = \Psi(x) - (-\dot{x}/x) = \Psi(x)/\omega_c^2.$$  \hspace{1cm} (160)

Comparing the amplitude and frequency estimation equations of our CESA with the above algorithm, we note a fundamental and important difference: In the CESA of (13) and (14) both estimation equations are the quotients of two functions each of which is approximately a low-bandwidth function, whereas in the above algorithm these functions are the signals and their derivatives themselves and hence are not low-bandwidth but rapidly-changing functions. Thus we would expect the CESA to give more stable and less noisy output estimates than the above algorithm.

2) Discrete-Time Energy Separation: In addition to the three DESA’s we discussed previously, it is possible to develop alternative algorithms by combining various shifted versions of the signal and their outputs from $\Psi$ to obtain a set of equations whose solution yields estimates of the amplitude and frequency signals. Next we provide one such algorithm, starting from the case of a cosine

$$x(n) = A \cos (\Omega_c n + \theta)$$

with constant amplitude and frequency. Note that

$$x(n+1) + x(n-1) = 2A \cos (\Omega_c) \cos (\Omega(n+\theta)) = 2 \cos (\Omega_c) x(n)$$  \hspace{1cm} (162)

Hence, the constants $\Omega_c$ and $|A|$ can be found from the formulas

$$\Omega_c = \arccos \left[ \frac{x(n+1)+x(n-1)}{2x(n)} \right]$$  \hspace{1cm} (163)

$$|A| = \sqrt{\frac{\Psi [x(n)]}{1 - \cos^2 (\Omega_c)}} = \sqrt{\frac{\Psi [x(n)]}{1 - [x(n+1)+x(n-1)]^2 / 4x^2(n)}}.$$   \hspace{1cm} (164)

This algorithm has the advantage that it contains no signal differences; instead, it averages. Hence, it may be more robust. However, it does not generalize well to the time-varying case. Specifically, let $x(n) = a(n) \cos [\phi(n)]$ be an AM-FM signal. Then we could use the formulas (163) and (164) to approximately estimate the time-varying amplitude envelope $|a(n)|$ and instantaneous frequency $\Omega_c(n)$ provided that the following conditions were true: i) $a(n)$ is bandlimited with bandwidth $\Omega_a \ll \Omega_c$, ii) $\Omega_c(n)$ is bandlimited with bandwidth $\Omega_{\odot} \ll 1$ and has deviation $\Omega_{\odot} < \Omega_c$, and iii) $\sin (\Omega_{\odot}) \ll \cos (\Omega_c)$. Although conditions i) and ii) are quite realistic, condition iii) presents a serious problem: It is true only if $\Omega_c$ is close to zero or to $\pi$, i.e., for very small or very high carrier frequencies. For intermediate frequencies $\Omega_c$ around $\pi/2$, condition iii) cannot be generally true.
3) Hilbert Transform: Given a real AM–FM signal \( x(t) = a(t) \cos [\phi(t)] \), an alternative approach to estimate its envelope \( |a(t)| \) and instantaneous frequency \( \omega_i(t) = \dot{\phi}(t) \) is to use the Hilbert transform of \( x(t) \). Specifically, if \( X(\omega) \) is the Fourier transform of \( x(t) \), its Hilbert transform is the signal \( \hat{x}(t) \) with Fourier transform \( \hat{X}(\omega) = -j \ \text{sgn}(\omega) X(\omega) \). The related complex-valued analytic signal is

\[
\text{analytic signal: } x(t) + j\hat{x}(t) = r(t)e^{j\theta(t)} \quad (165)
\]

with \( r(t) \geq 0 \). Thus, the Hilbert transform can provide an envelope \( r(t) = \sqrt{x^2(t) + \hat{x}^2(t)} \) and an instantaneous frequency \( \theta(t) \), where \( \theta(t) = \arctan(\hat{x}(t)/x(t)) \). In general, \( r(t) \) and \( \theta(t) \) will be different from their counterparts \( |a(t)| \) and \( \omega_i(t) \) imposed by the AM–FM model. However, conditions exist [23] that guarantee that the error between the Hilbert transform \( \hat{x}(t) \) and the quadrature signal \( a(t) \sin[\phi(t)] \) is small. Similar arguments can be developed to compare \( r(t) \) and \( \theta(t) \) with \( |a(t)| \) and \( \omega_i(t) \).

For discrete-time signals a Hilbert transform can be approximately implemented using either the discrete Fourier transform (i.e., FFT) or an FIR filter, as explained in [24]. In a comparative work [25], experiments on N-sample synthetic AM–FM signals indicate that when the ratios of carrier \( \Omega_c \) versus the information signals’ bandwidths \( \Omega_a \) and \( \Omega_f \) are in the order of \( 10 \) or less, as is the case in speech applications, then the Hilbert transform (implemented via an FIR filter) can give a smaller error but at a computational complexity \( O(N^2) \) which is higher than the very low \( O(N \log_2 N) \) complexity of the DESA. (Also the complexity of the Hilbert transform implemented using FFT’s is \( O(N \log_2 N) \).) Decreasing the complexity of the Hilbert transform to an \( O(N) \) by using a shorter impulse response makes its error larger than that of the DESA. In addition, if the ratios of \( \Omega_c \) versus \( \Omega_a \) and \( \Omega_f \) are in the order of \( 10 \) or higher, as in communications applications, then the DESA yields a smaller error than the more complex Hilbert transform approach. Experiments on real speech signals indicate that both approaches yield similar estimates. In very few cases, the Hilbert transform yielded somewhat smoother amplitude and frequency signals, but a very short FIR smoothing of the energy signals makes the DESA achieve similar smoothness and still maintain lower complexity [25]. Another advantage of the DESA is that (for each output sample) it uses an extremely short window (of 5 samples) which allows it to instantaneous adapt during speech transitions between phonemes, whereas the Hilbert transform often needs a window whose length is of the same order as the length of the speech analysis frame.

C. General Conclusions

In this paper we have developed a theory for estimating the time-varying amplitude envelope and instantaneous frequency of arbitrary AM–FM signals using nonlinear energy-tracking operators. The only constraint imposed is that the amplitude and frequency signals do not vary too fast or too greatly with time compared with the carrier. The continuous-time theoretical analysis is accompanied with the development of efficient energy separation algorithms for discrete-time signals. We have developed three DESA’s and numerically compared their performance on synthetic AM–FM signals. We have found that the DESA’s work quite effectively for estimating the amplitude envelope and instantaneous frequency under fairly broad ranges of amounts of amplitude and/or frequency modulation. In addition, their computational complexity is very small, i.e., linear in the number of signal samples with a small proportionality constant.

We have also applied the DESA’s to the analysis of speech resonances, modeled using AM–FM signals. The DESA’s uncovered interesting AM and FM structure in signals from speech resonances within a single pitch period. Speech formants with time-varying nonexponential amplitude envelopes and oscillating instantaneous values have been frequently observed. These results support a general model for a short-time speech segment as a superposition of AM–FM resonances, as proposed in [18], [19]. However, our experimental results on speech are only a beginning. Much more work remains to be done in refining this AM–FM model for speech and the estimation of its parameters. In the meantime, we strongly believe that the energy operators and ESA’s, due to their simplicity and instantaneous-adapting nature, offer valuable signal processing tools for detecting interesting modulation patterns in speech and other time-varying signals.

APPENDIX

The error analysis in this appendix uses the same type of approximations as in [18].

Let us assume that \( a(t) \) and \( \phi(t) = \omega_j(t) \) are bandlimited with bandwidths \( \omega_a \ll \omega_c \) and \( \omega_f \ll \omega_c \), respectively. Also assume \( \omega_m \ll \omega_c \).

By physical order of magnitude \( \Theta(c) \) for a constant \( c \) we shall mean the power of 10 closest to \( c \). Due to the oscillatory nature of the signals analyzed herein, we define the order of magnitude of a signal \( x(t) \) to be the order of magnitude of its maximum absolute value; i.e.,

\[
\Theta(x(t)) \approx \Theta(x_{\text{max}}). \quad (166)
\]

For example,

\[
\Theta(\omega_i) = \Theta(\omega_c + \omega_m). \quad (167)
\]

Since we will compare dominant and error terms with very different orders of magnitude, we use the following approximate laws for \( \Theta(\cdot) \) for \( A, B > 0 \)

\[
\Theta(AB) \approx \Theta(A) \Theta(B),
\]

\[
\Theta(A + B) \approx \max[\Theta(A), \Theta(B)]. \quad (168)
\]

In this paper, we assume that

\[
\Theta(x_{\text{max}}) = \Theta(\mu_c) \quad (169)
\]

for bandlimited signal \( x(t) \). This implies that for the amplitude \( a \) and the frequency modulating signal \( q \) we have

\[
\Theta(a) = \Theta(\mu_c) \quad \text{and} \quad \Theta(q) = \Theta(1).
\]
To find the order of the error terms in $\Psi(\hat{x}) - a^2 \omega_1^2$, note that combining (20)–(22) yields
\begin{equation}
\Psi(\hat{x}) = a^2 \omega_1^2 + E
\end{equation}
where $E$ is the total approximation error equal to
\begin{equation}
E = (\hat{y}_1)^2 - y_1 \hat{y}_1 - 2y_1 \hat{y}_2 + y_1 \hat{y}_2 + y_1 y_2
- 0.5a^2 \phi \cdot \sin(2\phi) + [a^2 \Psi(\phi) + \phi^2 \Psi(\phi)]
\cdot \sin^2(\phi)
\end{equation}
and, by (20),
\begin{equation}
\hat{y}_1 = (\hat{a} - \hat{a}^2 \phi) \cos \phi - (2\hat{a} \hat{\phi} + \hat{a} \hat{\phi}^2) \sin \phi
\end{equation}
\begin{equation}
\hat{y}_1 = (\hat{a} \hat{\phi} + a \hat{\phi}) \sin \phi + (a \hat{\phi}^2 \cos \phi
\end{equation}
\begin{equation}
\hat{y}_2 = (\hat{a} \hat{\phi} + 2\hat{a} \hat{\phi} + a \hat{\phi}^2) \cos \phi
+ (2\hat{a} \hat{\phi}^2 + 3a \hat{\phi}^3) \sin \phi.
\end{equation}
From Lemma 1 and (33) it follows that
\begin{equation}
\Theta(a) \approx \Theta(aw_1)
\end{equation}
\begin{equation}
\Theta(\hat{a}) = \Theta(aw_1)
\end{equation}
\begin{equation}
\Theta(\hat{\phi}) = \Theta(aw_1)
\end{equation}
\begin{equation}
\Theta(y_1) = \Theta(\omega_1 w_1)
\end{equation}
\begin{equation}
\Theta(y_1) = \Theta(\omega_1 w_1)
\end{equation}
\begin{equation}
\Theta(y_2) = \Theta(\omega_1 w_1)
\end{equation}
\begin{equation}
\Theta(y_1) = \Theta(\omega_1 w_1)
\end{equation}
\begin{equation}
\Theta(y_2) = \Theta(\omega_1 w_1)
\end{equation}
Hence, the orders of the terms in $E$ are
\begin{equation}
\Theta(\hat{y}_1^2) = \Theta(a^2 \omega_1^2 \omega_1^2)
\end{equation}
\begin{equation}
\Theta(\hat{y}_1 \hat{y}_2) = \Theta(a^2 \omega_1^2 \omega_1^2)
\end{equation}
\begin{equation}
\Theta(\hat{y}_1 \hat{y}_2) = \Theta(a^2 \omega_1^2 \omega_1^2)
\end{equation}
\begin{equation}
\Theta(\hat{y}_1 \hat{y}_2) = \Theta(a^2 \omega_1^2 \omega_1^2)
\end{equation}
\begin{equation}
\Theta(\hat{y}_1 \hat{y}_2) = \Theta(a^2 \omega_1^2 \omega_1^2)
\end{equation}
\begin{equation}
\Theta(\hat{y}_1 \hat{y}_2) = \Theta(a^2 \omega_1^2 \omega_1^2)
\end{equation}
Thus, the order of the total error is
\begin{equation}
\Theta(E) = \Theta(a^2) \max \{\Theta(\omega_1 \omega_1), \Theta(\omega_1 \omega_1 \omega_1), \Theta(\omega_1 \omega_1 \omega_1)\}
\end{equation}
Since the desired energy term is $a^2 \omega_1^2$ and $\omega_1, \omega_1, \omega_1 << \omega_1$, it follows that $\Theta(E) \ll \Theta(a^2 \omega_1^2)$. Thus, the dominant term in (170) is $a^2 \omega_1^2$, which yields the final approximation (40).
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