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Abstract—In this letter, an algorithm for the separation and energy-based demodulation of two-component mixtures of AM–FM signals is presented. The proposed algorithm is based on the generating differential or difference equation of the mixture signal and nonlinear differential energy operators.

I. INTRODUCTION

AM–FM signals of the form $x(t) = a(t) \cos \int_0^t \omega(t) d\tau$ are very useful in analog communication systems and have been used recently in [1]–[3] to model speech resonances. To demodulate $x(t)$ into its amplitude envelope $|a(t)|$ and instantaneous frequency signal $\omega(t)$, the energy separation algorithm (ESA) was recently proposed in [1] and [3] as

$$\psi(\dot{x}) \approx \omega(t), \quad \psi(x) \approx |a(t)|$$

where

$$\psi(x) \triangleq (\dot{x})^2 - x\ddot{x}$$

is the Teager–Kaiser energy operator [4], [5] and dots denote time derivatives. The ESA is efficient and has very low computational complexity and excellent time resolution. However, if $x(t)$ is a multicomponent AM–FM signal, then bandpass filtering is needed to isolate each component before applying the ESA. The bandpass filtering causes problems when the components have overlapping spectra. In this paper, we present the energy demodulation of mixtures (EDM) algorithm for the demodulation of two-component AM–FM signals of the form

$$x(t) = a_1(t) \cos \int_0^t \omega_1(t) d\tau + a_2(t) \cos \int_0^t \omega_2(t) d\tau$$

using differential energy operators and the generating differential or difference equations pertaining to the composite signal. The envisioned applications are in the areas of cochannel signal separation and demodulation and speech format separation and demodulation. First, we exploit the structural properties of a mixture of two sinusoidal signals by treating the mixture signal as a solution to a generating differential or difference equation (GDE) [6]. The coefficients of the GDE are then expressed in terms of generalizations of the energy operator $\psi$ to higher orders [7], to achieve both component separation and demodulation of the components into instantaneous frequency and amplitude signals.

In the last section, we compare the EDM algorithm with the instantaneous Toeplitz determinant (ITD) algorithm in [8] and [9] and with adaptive linear prediction implemented via the least mean square (LMS) algorithm as described in [10].

II. CONTINUOUS-TIME ALGORITHM

The two-component AM–FM signal is modeled instantaneously by the two-component sinusoidal signal

$$x(t) = a_1 \cos(\omega_1 t + \theta_1) + a_2 \cos(\omega_2 t + \theta_2).$$

This mixture signal satisfies the following fourth-order GDE:

$$x^{(4)} + c_1 \ddot{x} + c_2 x = 0$$

where

$$x^{(n)} = \frac{d^n x}{dt^n}$$

and

$$c_1 = (\omega_1^2 + \omega_2^2), \quad c_2 = \omega_1^2 \omega_2^2.$$ 

The $k$th-order differential energy operator is defined by [7] as

$$\gamma_k(x) \triangleq \dot{x} \ddot{x}^{(k-1)} - x \ddot{x}^{(k)}.$$ 

As a special case for $k = 2$, we obtain the Teager–Kaiser energy operator $\gamma_2 \equiv \psi$. Second-order operators have dimensions of energy (per unit mass), third-order operators have dimensions of energy velocity, while fourth-order operators have dimensions of energy acceleration. Using the GDE and its derivative and solving the resultant $2 \times 2$ linear system of equations yields the following expressions for the coefficients:

$$c_1 = \frac{\gamma_3(x)}{\gamma_3(x)}, \quad c_2 = \frac{\gamma_3(\dot{x})}{\gamma_3(x)}.$$ 

Then, the EDM estimates for the frequencies $\omega_1$ and $\omega_2$ are computed as

$$\omega_{1,2} = \sqrt{c_1 \pm \sqrt{c_1^2 - 4c_2}} / 2.$$
These frequency estimates are then used in conjunction with second-order energy operators to develop the EDM estimates for the amplitude as follows:

\[ \Psi(x^{(3)}) - \omega_1^2 \omega_2^2 \Psi(x) = (\omega_1^2 - \omega_2^2)(\omega_1^2 - \omega_3^2) \]

\[ \Psi(x) - \omega_1^2 \omega_2^2 \Psi(x) = (\omega_1^2 - \omega_2^2)(\omega_1^2 - \omega_3^2) \]

\[ a_{1,2}^2 = \frac{\omega_1^2}{\omega_2^2}[\Psi(x^{(3)}) - \omega_1^2 \omega_2^2 \Psi(x)] \]

The GDE coefficients and, hence, the frequencies and amplitudes are time-invariant quantities for sinusoidal signals, but become slowly time-varying (lowpass) quantities for AM–FM signals.

III. DISCRETE-TIME ALGORITHM

Discrete-time two-component AM–FM signals are modeled instantaneously as a two-cosine signal

\[ x[n] = a_1 \cos(\Omega_1 n + \theta_1) + a_2 \cos(\Omega_2 n + \theta_2) \]

The mixture satisfies the following fourth-order generating difference equation

\[ c_1 x_{n+1} + x_{n-3} + c_2 x_{n-2} = -(x_n + x_{n-4}) \]

where we use the compact notation \( x_{n+1} = x[n] \) and \( c_1 = -2(\cos \Omega_1 + \cos \Omega_2), c_2 = 4 \cos \Omega_1 \cos \Omega_2 + 2. \)

By evaluating the GDE at time instants \( n \) and \( n + 1 \) and solving the 2 x 2 linear system of equations, we obtain

\[ c_1 = \frac{\Psi_3(x_{n-3}) - \Psi_3(x_{n-1})}{\Psi(x_{n-1}) - \Psi(x_{n-2})} \quad c_2 = \frac{\Psi(x_{n-1}) - \Psi(x_{n-3})}{\Psi(x_{n-1}) - \Psi(x_{n-2})} \]

where \( \Psi_k \) is the \( k \)-th-order discrete-time energy operator defined in [7] as

\[ \Psi_k(x_n) \triangleq x_n x_{n+k-2} - x_{n-1} x_{n+k-1} \]

\[ \Psi(x_n) = (x_n)^2 - x_{n+1} x_{n-1}. \]

Note that, for \( k = 2 \) the discrete \( \Psi_k \) becomes identical to the discrete \( \Psi \).

The discrete-time EDM frequency estimation algorithm is then given by

\[ \Omega_{1,2} = \cos^{-1} \left( \frac{-c_1}{4} \pm \frac{\sqrt{c_1^2 - 4c_2 + 8}}{4} \right). \]

The corresponding EDM amplitude estimation algorithm involves the use of symmetric differences and second-order energy operators

\[ a_{1,2}^2 = \frac{S_2^2}{S_1^2 S_2^2} \left[ \Psi(\Delta^n x) - S_1^2 S_3^2 \Psi(\Delta^n x) \right] \]

where

\[ S_{1,2} = \sin(\Omega_{1,2}) \]

\[ \Delta^n x = x_{n+1} x_{n-1} - \frac{2}{3} \]

\[ \Delta^n x = \Delta^n x \]

Similar results for discrete frequency estimation have been obtained in [11] for two-component sinusoidal signals in the context of AR signal modeling. The novelties of our procedure in the discrete case are

1) its application to demodulating two-component AM–FM signals;
2) the use of energy operators that give a physically meaningful interpretation to the solution; and
3) amplitude estimation via energy equations instead of least squares.

Finally, note that estimates of the two carrier frequencies and mean amplitudes can be obtained as the time averages of the estimated instantaneous frequency and amplitude signals over the duration of the original signal.
IV. PERFORMANCE OF THE EDM

As an example, consider a discrete-time mixture signal of two sinusoidally modulated and spectrally close FM signals

\[ x[n] = \sum_{i=1}^{2} a_i \cos \left( \int_0^n \Omega_i[n] \, dm \right) \]

\[ \Omega_i[n] = \Omega_{ci} + \Omega_{mi} \cos (\Omega_{fi} n + \theta_i), \quad i = 1, 2 \]

with parameters

\[ \Omega_{ci} = \frac{\pi}{4}, \quad \Omega_{mi} = \frac{\pi}{50}, \quad \theta_i = 0, \quad \pi, \quad \Omega_{fi} = \frac{\Omega_{ci}}{100}. \]

Despite the significant amount of spectral overlap of the two above mixture components, as shown in Fig. 1(a), the EDM can recover important parts of the original frequency signals, as shown in Fig. 1(b), although with some error whose magnitude increases with the amount of spectral overlap. Postsmoothing after the EDM yields the smoothed EDM (SEMD) algorithm, which can suppress a significant amount of demodulation error as shown in Fig. 1(c). Postsmoothing involves moving-average filtering to remove beating at the carrier difference frequency, while nine-point median filtering is employed to remove spikes in the GDE coefficients.

Next, we define some performance-related parameters of the mixture signal. The normalized carrier separation and carrier-to-information-bandwidth ratio parameters are

\[ \text{SEP} = \frac{\left[ \Omega_{ci} - \Omega_{ci} \right]}{\sum_i (\Omega_{fi} + \Omega_{mi} + \Omega_{mi})} \]

\[ \frac{\text{CR}}{\text{IB}} = \frac{\Omega_{ci}}{\max (\Omega_{fi}, \Omega_{mi})} \]

The SEP parameter measures the spectral separation between the components. The denominator of this parameter is the Carson bandwidth of the AM–FM signal, which is a modest underestimate of the essential bandwidth of the signal. The signal-to-interference ratio of the mixture and the carrier-to-frequency deviation ratio(s) are

\[ \text{SIR} = 20 \log \left( \frac{\sigma_{x_1}}{\sigma_{x_2}} \right) \]

and

\[ \frac{\text{CR}}{\text{FD}} = \frac{\Omega_{ci}}{\Omega_{mi}} \]

where \( \sigma_{x_i} \) are the standard deviations of the components of the mixture. The SIR parameter measures the power of the first component relative to the second component, while the CR/FD parameter measures the strength of frequency modulation.

When the (SEP parameter decreases and) the spectral overlap between the components increases beyond a limit, the energy equations of the EDM become ill conditioned and finally singular as described in the case of the unmodulated sine mixture by

\[ \Psi(x, x_{n-1}, x_{n-2}) = 0 \]

resulting in an increase in the demodulation error. As the CR/IB parameter increases, the FM mixture approaches a stationary sinusoidal mixture, resulting in a decrease in the demodulation error as described in Fig. 2(a). The CR/FD parameter measures the strength of signal modulations. As the CR/FD parameter increases, the strengths of the modulations in the components decrease. As the SIR increases, the strength of the first component in the mixture increases and that of the second component decreases. For large SIR parameters, the stronger component dominates the mixture, resulting in a decrease in the amplitude demodulation error of the stronger component, while that of the weaker one rapidly increases as described in Fig. 2(c). The EDM frequency estimator, on the other hand, is derived from the GDE of the composite signal invariant to amplitudes [6], and consequently frequency demodulation is independent of SIR as described by Fig. 2(b).

In situations where the signal of interest is corrupted with additive white Gaussian noise (AWGN), the EDM is used in conjunction with the multiband filtering scheme proposed in [12]. Namely, in what we call the multiband-EDM (MEDM), the mixture signal is first filtered through a bank of finite impulse response (FIR) filters that sample the frequency domain densely. An energy detector [12] determines the channel that is more active (largest mean short-time energy operator output). The output of this channel is then used for demodulation via the EDM, while the outputs of all the other less active channels are discarded.

V. COMPARISONS

Although the EDM, the modified ITD [8], and the LMS [10] have a common goal of demodulating two-component

\[ 1 \text{The original algorithm in [8] had mistakes of the kind } \cos \omega = \cos \omega. \]

Our modification was to solve for \( \cos(\Omega_1) \) and \( \cos(\Omega_2) \) instead of solving for \( \cos(\Omega_1 \pm \Omega_2) \).
AM–FM signals, they differ in terms of their nature, their complexity, their time resolution, and noise suppression capabilities. The EDM, the ITD, and (fourth-order) adaptive linear prediction via the LMS are all based on estimating the coefficients of the GDE of the composite signal. The EDM algorithm uses higher order energy operators to instantaneously estimate the coefficients, the ITD uses instantaneous operators obtained as determinants of \(4 \times 4\) Toeplitz matrices to perform this task, while the LMS uses signal correlations to estimate the coefficients in a least squares and adaptive sense.

The ITD and the LMS as implemented in [8] and [10] require the computation of four or more GDE coefficients. The LMS also requires extensive optimization of several parameters like the step-size and filter order. The EDM algorithm exploits the inherent symmetry of the problem requiring the computation of only two GDE coefficients and does not require extensive optimization of parameters.

The time resolution of the ITD is governed by the assumption that the GDE coefficients are stationary over four time-steps. The time resolution and the length of the transients in the LMS estimates are governed by the order of the predictor and the step-size parameter. The EDM algorithm is nonadaptive, does not exhibit transients in the estimates, and requires the GDE coefficients stationary over two time-steps, thereby enabling better tracking of the instantaneous frequencies and amplitudes of two-component AM–FM signals.

The amplitude estimation algorithm of the ITD and the LMS involves the integration of the instantaneous frequency estimates and the least squares solution to a system of linear equations in the amplitudes and phase offsets to smooth out the noise accumulated during integration process. These factors coupled with nonideal linear filtering of the FM signal in the ITD contribute to a larger amplitude estimation error in the ITD as compared to the EDM, as evident in Fig. 3(a) for different AM modulation percentages. This is similar for the case of EDM versus LMS.

The MEDM is used for demodulation of noisy signals, where the filters are optimized for minimum harmonic distortion. For small signal-to-noise ratio (SNR) parameters, filters with small bandwidths are needed, while for large SNR parameters, filters with larger bandwidths are more appropriate. Noise suppression in the multiband-EDM is achieved by picking the most energetic of the channels and discarding all the other less active channels. The comparison of MEDM with the MLMS (LMS in conjunction with multiband filtering) for different SNR parameters is depicted in Fig. 3(b).

As the SEP parameter decreases, the EDM and ITD develop singularities that manifest as beating in the estimates, while the LMS coefficients develop convergence problems. For smaller separations, the beating in the EDM and the ITD intensifies and swamps the information signals, while the LMS coefficients do not converge even for large step-sizes. The comparison of the algorithms for different SEP parameters is shown in Fig. 3(c).

VI. CONCLUSION

Applied to a two-component AM–FM signal mixture, the EDM algorithm yields efficient estimates for the instantaneous amplitude and frequency signals of each component. For a mixture of two cosines, the EDM algorithm yields exact quantities. The EDM algorithm is computationally efficient because it does not require any optimization of parameters and exploits the natural symmetry of the signal mixture to estimate a minimal number of coefficients of the generating differential/difference equation via the use of differential energy operators. These operators have a low complexity and excellent time resolution. Further, they have the advantages over previous linear predictive approaches in that they do not require signal correlations and give a physically meaningful interpretation to the solution that involves manipulation of lowpass energy signals.
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