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ABSTRACT

Modern articulatory speech synthesizers simulate
the human speech production system in an increas-
ingly accurate manner. In this direction, we relax the
simplifying assumption of zero mean flow velocity
during speech production and we investigate poten-
tial effects. Further, we introduce a reduced param-
eter set for our 3D articulatory model which simpli-
fies its control and does not allow humanly infea-
sible articulations. Vowel-Fricative-Vowel synthesis
experiments using our twofold augmented synthe-
sizer are reported.

Keywords: articulatory synthesis, mean volume ve-
locity, 3D model, reduced parameter set

1. Introduction

Replication of the human vocal apparatus as an arti-
ficial system will have to incorporate specifics of the
speech production mechanism at both the physical
and the physiological level. Our intention is to incor-
porate knowledge and constraints related to speech
aeroacoustics by also exploiting 3D geometry in a
tractable scheme. In this direction, our contribution
is twofold.

Firstly, we investigate the effects of non-zero
mean flow velocity in the vocal tract during speech
production. Typically, the opposite is assumed.
However, the existence of respiratory flow and typ-
ical flow measurements during speech production
[2], especially for fricatives, motivate the relaxation
of this assumption. Previous approaches for articu-
latory synthesis that take the full flow field into con-
sideration have been reported in [6, 4], where the
solution of the related nonlinear equations is pro-
posed. To reduce computational complexity we sup-
pose that mean flow in the tract is not affected by
acoustic disturbances. Thus, we can decouple the
equations that govern the acoustic disturbances from
those that govern the mean flow field. This approach
has been inspired from the analysis in [16], where
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direct numerical simulation was applied for the es-
timation of the mean field and an acoustic analogy
to predict sound radiation and all these in two di-
mensions. We investigate how similar ideas would
work in a simpler computationally tractable articu-
latory synthesis setup.

Secondly, at the physiological level, we propose a
novel control mechanism of a 3D articulatory model.
Currently, there has been increasing interest in 3D
articulatory modeling [3, 1, 5] augmented on the ba-
sis of new articulatory data acquisition techniques
such as MRI, EPG and EMA. Such models are
usually complicated 3D structures that are difficult
to control. We propose a parameter set related to
the phonetic attributes characterizing each phoneme
class and is capable of efficiently controlling a 3D
articulatory model.

Our 3D articulatory model is used to estimate ge-
ometrical vocal tract properties which are exploited
by our vocal tract simulation system to synthesize
Vowel-Fricative-Vowel sequences taking non-zero
mean flow in the tract into consideration.

2. Wave Propagation in the Vocal Tract

Typically, sound propagation is regarded as the
propagation of small-amplitude perturbations of
fluid properties around an ambient state of pressure,
density and velocity, (p0, ρ0,v0). By linearizing
the conservation of mass and momentum equations
and the pressure-density relation for the fluid around
this state, equations of linear acoustics may be de-
rived [13]. Under certain assumptions [14, pp. 34–
35], including that equilibrium velocity is zero, these
equations reduce to the following for volume veloc-
ity U and pressure fluctuations p in the case of sound
in a nonuniform vocal tract with vibrating walls:
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where ρ0 is the density of air and c is the speed of
sound. For the instantaneous vocal tract area func-
tion A and its relation to the area function A0 at
equilibrium the analysis in [9] is adopted. The flow



resistance estimate R = 8πµ/A2, where µ is the air
viscosity coefficient, accounts for viscosity[9] .

We relax the assumption of zero equilibrium ve-
locity and accept that there exists non-zero mean
volume velocity U0 in the tract for which we may as-
sume that

∫∫

A(x) pν0xdA ≃ pU0 , ν0x ≃ U0/A(x)

and ∂U0/∂x = 0. The total volume velocity is
Utot = U0 +U . In this case, it can be shown that the
sound transmission equations become:
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To investigate the importance of the additional
terms, the system was initially simulated in the fre-
quency domain. Its frequency response was es-
timated for various geometries and various steady
mean flow velocities in the range [0, 1000 cm3/sec],
which are relevant for speech production [2]. For the
simulation, the approach in [14, Ch.4] was followed.
Indicative results are shown in Fig. 1 for a vocal tract
configuration, i.e. area function, corresponding to
fricative /x/. The spectrum at U0 = 600cm3/sec
has been downshifted by 10dB for better visualiza-
tion. The most prominent effects of nonzero mean
volume velocity can be observed at low frequencies
where we have a considerable decrease of the first
formant peak. For vowel configurations, the fre-
quency response is only slightly affected. This could
be justified by the relative importance of the space
derivative ∂/∂x(1/A).

Time domain simulation was implemented basi-
cally using the numerical scheme described in [14].
Voiced excitation is achieved either by the Ishizaka-
Flanagan two-mass model for the glottis or by defin-
ing a proper glottal area function as in [9]. The lat-
ter is mostly preferred as it is more easily controlled.
The mean flow is considered time varying and for its
estimation at each moment we apply a so-called low
frequency model as in [10]. The mean volume ve-
locity is given as a function of the subglottal pressure
and the cross-sectional areas of the glottis and the
maximum supraglottal constriction (minimum vocal
tract area function). The Bernoulli law is used and
viscous losses are also taken into consideration. The
model is simple and computationally efficient. How-
ever, it probably does not accurately capture all the

Figure 1: Frequency response for non-zero mean
volume velocities. The area function used corre-
sponds to the fricative /x/. The spectrum for U0 =
600cm3/sec has been downshifted by 10dB for
better visualization. Effects at the lower frequen-
cies may be observed, i.e. the relative magnitude
of the first two peaks has changed.
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relevant flow characteristics. Alternatively, more so-
phisticated approaches could be followed [2].

3. 3D Articulatory Model Control

The used articulatory model is based on the 3D ar-
ticulatory model in [3]. This model is actually an
extension to the Mermelstein’s model. The 2D con-
figuration of the vocal tract is extended into a 3D
grid by attaching lateral ribs to it. The 3D grid rep-
resenting the vocal tract simplifies the extraction of
area function and perimeter to be used in the acous-
tic wave propagation numerical simulation. In our
implementation, 15 parameters control the model’s
configuration in the midsagittal plane and 8 extra pa-
rameters the lateral shape of the tongue. The result-
ing 3D articulatory model is a pure geometric model,
that is not based on data such as MRI [5].

The articulatory parameter set, totaling 23 artic-
ulatory parameters, gives a good control mecha-
nism for the three-dimensional geometry of the vo-
cal tract, but at the same time complicates the con-
trol process, due to the set’s large dimension. The
actual speech motor control in humans is highly un-
likely to use such a large set of articulatory com-
mands. Instead it is believed that the the commands
are rather related to acoustic parameters, such as
formants [12]. This implies the existence of var-
ious correlations between the articulatory parame-
ters. We devised a new set of parameters for our
articulatory model’s control process. The new set
consists of direct coordinates in the phonetic space,
resulting in a parameter set with minimal dimension-
ality. The parameters for the vowels are derived di-
rectly from the phonetic vowel space, whereas for



Table 1: Height and backness of vowels

Front Central Back

Close (1, 0) (1, 0.5) (1, 1)
Close-mid (0.7, 0.1) (0.7, 0.55) (0.7, 1)
Open-mid (0.3, 0.3) (0.3, 0.6) (0.3, 1)
Open (0, 0.5) (0, 0.7) (0, 1)

the consonants, vowel context is taken into account.
Vowels The phonetic space for vowels, also called

vocoid space [8], has roughly 3 dimensions. The
dimensions of the vocoid space correspond to the
common features height, backness and roundedness.
The first two vowel features (height and backness)
are related to the tongue, with height describing the
vertical position of the tongue and with backness be-
ing the horizontal position relative to the pharyngeal
wall. Roundedness determines whether the lips are
rounded or not, and is also related to the lip protru-
sion; rounded lips are usually also protruded.

For our purposes, we quantify the above vowel
features in order to be used for the control of the
articulatory model. The usual quantification in pho-
netics is a discrete one, with various levels of dis-
cretization. We rather apply a continuous quantifi-
cation with each feature described by a variable with
a range of [0, 1]. A rough correspondence between
the discrete values for height/backness used in the
IPA vowel chart and our continuous height/backness
variables is shown in Table 1. Each cell of the table
is a pair in the form (height, backness) and corre-
sponds to the values in our quantization scheme.

Roundedness is quantized in the same way result-
ing in a third variable; a value of 0 corresponds to no
rounding and a value of 1 signifies maximum round-
ing and protrusion. The value of this variable is
estimated automatically, following the case of most
languages, where front and open vowels tend to be
unrounded, whereas back and close ones tend to be
rounded. In cases where this rule does not apply
a value for the roundedness can be explicitly spec-
ified. Similar assumptions are made for the hyoid
bone position. Finally other parameters may also be
specified, such as the velum opening for nasaliza-
tion, and the degree of jaw opening.

The resulting parameter set for the vowels has two
basic parameters (height and backness) and three
optional parameters (roundedness, nasality and
opening). We have heuristically tuned a set of map-
ping functions between the phonetic parameters and
the geometric articulatory parameters. An example
for the vowel /a/ is shown in Fig. 2 (solid line), pro-
duced with parameters: height = 0, backness =
0.5, roundedness = 0 and opening = 0.5.

Figure 2: The midsagittal cut of the vocal tract
for the vowel /a/ (solid line) and for the fricative
/x/ in the context of /axa/ (dotted line)

.

Consonants, unlike vowels, do not have a uni-
form way of production. Each consonant is iden-
tified by its place of articulation (place of constric-
tion) and by the type of articulation(s), such as clo-
sure, nasalization, frication etc (this can be seen in
full detail in the consonants chart of the IPA [7]).
This proliferation of the way consonants are articu-
lated makes the use of continuous variables, such as
height and backness, impossible. Therefore we use
the place and type of articulation, as our consonant
parameter set. For each combination of place and
type, if it corresponds to a real consonant, we de-
termine which of the articulators are involved. We
then tune the articulatory parameters to accomplish
the desired articulation. The articulatory parameters
that are not involved in this process are left unde-
fined and their value is derived from the interpola-
tion of the same parameters of the context vowels.
If no such vowel is available the neutral articulation
is considered. In Fig. 2 the fricative /x/ in /axa/ con-
text is shown with the dotted line. We have assumed
that only the tongue is involved.

4. VFV Synthesis Experiments

Considering that the investigated directions would
be more relative for the synthesis of fricatives we
have mainly worked on the synthesis of phoneme se-
quences of vowels and fricatives, V1FV2. The frica-
tive in the middle could be one of /f/,/s/,/x/.

In the articulatory synthesis framework, natural
sound generation mechanisms involved in the pro-
duction of fricatives are commonly modeled phe-



Figure 3: Sequence /asi/ as generated from our
synthesizer. Mean flow in the tract is considered
non-zero and the area function and tract perimeter
are given from our 3D articulatory model.
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nomenologically. Noise pressure or volume veloc-
ity sources are simply introduced in the simulation
and they excite the vocal tract resulting in the syn-
thesis of sounds with the desired spectral content
and pressure level. For this purpose, the properties
of these sources, i.e. type, spectrum, position and
power, should be properly determined. Many dif-
ferent approaches have been proposed in this direc-
tion [11, 10, 15]. Having experimented with various
combinations, we currently apply two noise sources,
a pressure source in series at the glottis to model as-
piration noise and a volume velocity source in par-
allel at the point of maximum supraglottal constric-
tion. Their attributes are determined as described in
[15]. For the estimation of their power we used the
mean volume velocity of the flow as given by the
low-frequency model mentioned in Sec. 2.

To control the transitions between phonemes we
basically adopt and extend the methodology pro-
posed in [10]. For each phoneme three regions are
identified, i.e. left transition, steady state, right tran-
sition. At the boundaries, we define control struc-
tures which contain the values of the articulatory
model parameters, i.e. the phonetic parameters, the
pitch and the glottal area properties at that moment.
In between, the desired properties are obtained by
linear or cosine interpolation. A synthesized se-
quence /asi/ is shown in Fig. 3.

5. Discussion

We have investigated an approach to take non-zero
mean flow in the vocal tract into consideration for
articulatory synthesis of VFVs, Fig. 3. The sound
field may be decoupled and solved independently.
At the first-order approximation that has been ex-
plored no dramatic effects of the non-zero mean flow

on the radiated sound have been observed. This may
be in part due to the simple mean flow model we
have used or because a higher order approximation
is necessary. Further analysis and investigation of
this observation is in progress.

At the physiological level, we propose a new ar-
ticulatory control mechanism based on a parameter
set of minimal dimensionality. This set reduces the
complexity of the model’s control process. Though
this dimension reduction results in a reduction of the
model degrees of freedom, the model is still capa-
ble of producing all the phoneme articulations avoid-
ing those that are humanly infeasible. Currenlty, we
are working on properly extending our 3D articula-
tory model in order to allow prediction of 3D speech
production phenomena, which appear to be relevant
for the improvement of our mean flow model and in
general our vocal tract simulation system.
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