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Abstract—We are interested in recovering aspects of vocal
tract’s geometry and dynamics from speech, a problem referred to
as speech inversion. Traditional audio-only speech inversion tech-
niques are inherently ill-posed since the same speech acoustics can
be produced by multiple articulatory configurations. To alleviate
the ill-posedness of the audio-only inversion process, we propose an
inversion scheme which also exploits visual information from the
speaker’s face. The complex audiovisual-to-articulatory mapping
is approximated by an adaptive piecewise linear model. Model
switching is governed by a Markovian discrete process which cap-
tures articulatory dynamic information. Each constituent linear
mapping is effectively estimated via canonical correlation analysis.
In the described multimodal context, we investigate alternative fu-
sion schemes which allow interaction between the audio and visual
modalities at various synchronization levels. For facial analysis,
we employ active appearance models (AAMs) and demonstrate
fully automatic face tracking and visual feature extraction. Using
the AAM features in conjunction with audio features such as Mel
frequency cepstral coefficients (MFCCs) or line spectral frequen-
cies (LSFs) leads to effective estimation of the trajectories followed
by certain points of interest in the speech production system. We
report experiments on the QSMT and MOCHA databases which
contain audio, video, and electromagnetic articulography data
recorded in parallel. The results show that exploiting both audio
and visual modalities in a multistream hidden Markov model
based scheme clearly improves performance relative to either
audio or visual-only estimation.

Index Terms—Active appearance models (AAMs) , audio-
visual-to-articulatory speech inversion, canonical correlation
analysis (CCA), multimodal fusion.

I. INTRODUCTION

REATING speech as essentially a multimodal process has
led to interesting advances in speech technologies the re-
cent years. For example, by properly exploiting visual cues from
the speaker’s face, speech recognition systems have gained ro-
bustness in noise [1]. The introduction of speaking faces or
avatars in speech synthesis systems improves their naturalness
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and intelligibility [2]. In general, accounting for the visual as-
pect of speech in ways inspired by the human speech production
[3] and perception mechanisms [4] can substantially benefit au-
tomatic speech processing and human—computer interfaces.

In this context, we are interested in recovering speech pro-
duction properties, namely aspects of the vocal tract shape and
dynamics, by exploiting not only the speech audio signal but
also the speaker’s moving face. The problem in its general form
could be referred to as audiovisual-to-articulatory speech inver-
sion. Apart from its theoretical importance, it could allow rep-
resenting the audio and visual aspects of speech by the corre-
sponding vocal tract configuration. This representation can be
beneficial to important applications such as speech synthesis [5],
speech recognition [6], speech coding [7], and language tutoring
[8].

Speech inversion has been traditionally considered as the de-
termination of the vocal tract shape from the audio speech signal
only [5]. Recent audio-only inversion approaches are typically
based on sophisticated machine learning techniques. For ex-
ample, in [9], codebooks are optimized to recover vocal tract
shapes from formants, while the inversion scheme of [10] builds
on neural networks. In [11], a Gaussian mixture model (GMM)-
based mapping is proposed for inversion from Mel frequency
cepstral coefficients (MFCCs), while a hidden Markov model
(HMM)-based audio-articulatory mapping is presented in [12].
Each phoneme is modeled by a context-dependent HMM and
a separate linear regression mapping is trained at each HMM
state between the observed MFCCs and the corresponding ar-
ticulatory parameters. Similar approaches have been applied to
the complementary problem of audio-to-lips inversion, i.e., lip
synchronization driven by audio [13]-[15]. Lip and audio pa-
rameters are jointly modeled using phoneme Gaussian mixture
HMMs in [16] while more sophisticated dynamic Bayesian net-
works incorporating articulatory information are used in [17].

An inherent shortcoming of audio-only inversion approaches
is that the mapping from the acoustic to articulatory domains
is one-to-many [9], in the sense that there is a large number of
vocal tract configurations which can produce the same speech
acoustics, and thus the inversion problem is significantly under-
determined. Incorporation of the visual modality in the speech
inversion process can significantly improve inversion accuracy.
Important articulators such as the lips, jaw, teeth, and tongue
are to a certain extent visible. Therefore, visual cues can sig-
nificantly narrow the solution space and alleviate the ill-posed-
ness of the inversion process. Indeed, a number of studies have
shown that the speaker’s face and the motion of important vocal
tract articulators such as the tongue are significantly correlated
[3], [18]-[20]. In [3], the authors explore simple global linear
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mappings to unveil associations between the behavior of fa-
cial data, acoustics, and articulatory data during speech. They
show that analysis can be facilitated by performing a dimen-
sionality reduction process which determines the components
that mostly influence the relation between the visual and artic-
ulatory spaces. The visual modality is represented by the 3-D
coordinates of 12 or 18 infrared LEDs glued on the face and
tracked by a special-purpose motion capture setup. The audio
signal is recorded and the positions of electromagnetic sensors
on the tongue, teeth, and lips are tracked concurrently for two
speakers. The study concludes that a high percentage (80%) of
the variance observed in the vocal tract data can be recovered
from the facial data. This conclusion is also verified in [18] on
similar data, i.e., 20 retro-reflectors glued on the face are tracked
by analogous equipment, and again inversion is performed by
means of global multivariate linear regression. In the latter work,
the authors mainly focus on the variations of the articulatory—vi-
sual relations for various Consonant—Vowel (CV) syllables and
how they influence speech intelligibility. More recently, in [19]
articulatory parameters are recovered from facial and audio data
by global nonlinear regression techniques.

Despite their promising results, one may identify two main
shortcomings in these approaches to audiovisual-to-articulatory
inversion. Firstly, the visual modality is captured via complex
acquisition setups and tracking systems which limits the ap-
plicability of these techniques in a laboratory setting. In more
realistic scenarios, a single optical camera is expected to be
recording the speaker’s face, which is also expected to be free of
any markers. Second, these studies have utilized a single global
mapping. Although this can serve as a first approximation, a
fixed global linear audiovisual mapping cannot sufficiently ac-
count for the underlying nonlinear and one-to-many relations
between audiovisual features and articulatory positions. While
more general fixed nonlinear mappings can be more effective,
they are more difficult to train, especially when available data
are limited, and they do not easily allow the incorporation of
speech dynamics into the inversion process.

In this paper, extending our previous preliminary work [21],
[22], we deal with both these issues. As far as facial analysis
is concerned, we propose a computer vision approach to auto-
matically extract visual features from just the frontal view of
the face without needing any markers. Our visual front-end is
based on active appearance models (AAMs) [23]. These are
generative image models which facilitate effective and robust
face modeling. Their main advantage compared to transform-
based techniques, such as the independent component analysis
scheme of [20], is that they explicitly take into consideration
both facial shape and appearance variations. Model initializa-
tion is performed automatically using an Adaboost-based face
detector [24]. Our AAM-based system allows reliable extrac-
tion of shape and appearance specific facial features which we
subsequently use for articulatory inversion.

Further, to overcome the limitations of a fixed audiovi-
sual-to-articulatory mapping and inspired by the audio-only
inversion approaches of [12] and [25], we propose an adap-
tive inversion technique which switches between alternative
class-specific (e.g., phoneme or viseme-specific) linear map-
pings. The underlying switching mechanism is governed by a

hidden Markov process which allows imposition of constraints
to the dynamic behavior of the articulatory parameters. Despite
the simplicity of each individual linear mapping, the resulting
piecewise approximation can successfully capture the complex
audiovisual-articulatory interactions. At the same time, the
constituent mappings can be estimated by efficient multivariate
analysis methods. In particular, we discuss the use of canonical
correlation analysis (CCA) which is well-suited for linear model
estimation with the limited data corresponding to each specific
class under our model. The proposed inversion scheme requires
the determination of the Markov hidden state sequence for each
utterance. For this purpose, we have investigated alternative
state alignment techniques which combine audio and visual
information at various synchronization levels [26]. In the case
of synchronous fusion, the two modalities share a common state
and are jointly aligned using state-synchronous multistream
hidden Markov models (MS-HMMs), whereas in the case of
fully asynchronous late fusion each modality has independent
states and is separately aligned using individual HMMs. Given
the determined hidden state sequence, inversion is performed
by properly weighting the audio and visual information taking
into consideration the reliability of each modality. We evaluate
the proposed method on the MOCHA [27] (MultiCHannel
Articulatory) and QSMT (Qualisys-Movetrack) [28] databases,
which comprise simultaneously acquired audio, video, and
electromagnetic articulography data. Our goal is to predict
the trajectories of electromagnetically tracked coils which are
glued on important articulators, e.g., tongue and teeth.

In Section II, we discuss linear modeling for inversion with
particular emphasis on CCA-based linear model estimation.
Our adaptive audiovisual-to-articulatory mapping scheme is
discussed in Section III and various fusion alternatives are pre-
sented. Details of our visual front-end are given in Section IV,
followed by presentation of our experimental setup and results
in Section V.

II. INVERSION BY LINEAR MODELS

From a probabilistic point of view, the solution to audiovi-
sual (AV) speech inversion may be seen as the articulatory con-
figuration that maximizes the posterior probability of the ar-
ticulatory characteristics x given the available AV information

Y = {Yar ¥y}
p(y[x)p(x)
ply)

It would be intuitive to first consider the static case in which
both the articulatory and the audiovisual characteristics do not
vary with time. The column parameter vector x (n elements)
provides a proper representation of the vocal tract. This repre-
sentation could be either direct, including space coordinates of
real articulators, or indirect, describing a suitable articulatory
model for example. The audiovisual column parameter vector
y (m elements), comprising acoustic and visual parameters y,
and y., should ideally contain all the vocal tract related infor-
mation that can be extracted from the acoustic signal on the one
hand and speaker’s face on the other. Formant values, line spec-
tral frequencies (LSFs) or MFCCs have been applied as acoustic
parameterization. For the face, space coordinates of key-points,

p(xly) = ey
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e.g., around the mouth, could be used or, alternatively, parame-
ters based on a more sophisticated face model, as the AAM of
this work.

For the maximization, the distribution p(y) is irrele-
vant since it does not depend on x. The prior distribution
p(x) = N(x;%,%,) is assumed to be Gaussian, with mean
X and covariance matrix Y,. The relationship between the
AV and articulatory parameter vectors is in general expected
to be nonlinear but could be to a first-order stochastically
approximated by the linear mapping

y-y=Wkx-x)+e @

The error € of the approximation is regarded as zero-
mean Gaussian with covariance @, yielding p(y|x) =
N (y;¥ + W(x —X),Q). The stochastic character of this
approximation is justified by the fact that the acoustic and
visual representations may not be fully determined by the
vocal tract shape. For example, a spectral representation for the
acoustics is also affected by the glottal source and a textural
representation for the face might also be conditioned by a
certain facial expression. Further, modeling and possible mea-
surement uncertainty should also be taken into consideration.
The maximum a posteriori solution is

x= (S 4WTQ W) (B + WTQ (y -y + WX)).

3)

The estimated solution is a weighted mean of the observation
and prior models. The weights are proportional to the relative
reliability of the two summands.

A. Linear Mapping Estimation

The linear mapping can be determined by means of multi-
variate linear analysis techniques. Such techniques constitute a
class of well studied methods in statistics and engineering; one
can find a comprehensive introduction in [29]. It is well known
that, when we completely know the underlying second-order
statistics in the form of covariance matrices R,, = F[(x —
%)(x ~%)7], Ry, = El(y —9)(y —y)"]. and Ry, = E[(y -
y)(x — x)7], then the optimal in the MSE sense choice for the
m X n matrix W corresponds to the Wiener filter solution

W = Ry R, 4)
and the covariance of the approximation error in (2) is
Q= Ry - RyTRa.Tlegz &)

Since the second-order statistics are in practice unknown a
priori, we must contend ourselves with sample-based estimates
thereof. If we have N samples x; and y;, with¢ = 1,... /N,
then reasonable estimates for the mean and covariance of x are
X~ 1/NYN % and Rye = 1/N YN (% — %) (%0 — %)7,
respectively, and similarly for y, R, and RR,,,.. These estimates
may not be reliable enough when the training set size N is small
relatively to the feature dimensions n of x, m of y, and, con-
sequently, when plugged into (4) to yield W, can lead to quite
poor performance when we apply the linear regressor (2) to un-
known data.

B. Canonical Correlation Analysis

Canonical correlation analysis (CCA) is a multivariate statis-
tical analysis technique for analyzing the covariability of two
sets of variables, x and y [29, Ch. 10]. Similarly to the better-
known principal component analysis (PCA), CCA reduces the
dimensionality of datasets, and thus produces more compact and
parsimonious representations of them. However, unlike PCA,
it is specifically designed so that the preserved subspaces of x
and y are maximally correlated, and therefore CCA is especially
suited for regression tasks, such as articulatory inversion. In the
case that x and y are Gaussian, one can prove that the subspaces
yielded by CCA are also optimal in the sense that they maxi-
mally retain the mutual information between x and y [30]. CCA
is also related to linear discriminant analysis (LDA): similarly
to LDA, CCA performs dimensionality reduction to x discrimi-
natively; however, the target variable y in CCA is vector-valued
and continuous, whereas in LDA is single-valued and discrete.

Assuming mean subtracted data, in CCA we seek directions,
a (in the x space) and b (in the y space), so that the projections
of the data on the corresponding directions are maximally corre-
lated, i.e., one maximizes with respect to a and b the correlation
coefficient between the projected data a”’x and by

(a,b) aTRmyb
p(a,b) = :
\/aTRma\/bTRyyb

(6)

Having found the first such pair of canonical correlation direc-
tions (a1, b1 ), along with the corresponding canonical correla-
tion coefficient p1, one continues iteratively to find another pair
(ag, by) of vectors to maximize p(a, b), subject to al R, ,as =
0 and bT R, by = 0; the analysis continues iteratively and one
obtains up to k = rank(R.;,) < min(m,n) direction pairs
(a;, b;) and CCA coefficients p;, with1 > p; > --- > pp > 0,
which, in decreasing importance, capture the directions of co-
variability of x and y. For further information on CCA and al-
gorithms for performing it, one is directed to [29].

Interestingly, the Wiener filter regression matrix (4) of the
multivariate regression model can be expressed most conve-
niently by means of CCA as

W = R,.R;,} = R,y,BKA" (7

where A = [a;...a;] and B = [b; ... by] have the canonical
correlation directions as columns, and K = diag(p1, ..., pk)
is a diagonal matrix of the ordered canonical correlation coef-
ficients. One can prove [30] that by retaining only the r first,
1 < r < k, canonical correlation directions/coefficients, i.e., by
using the reduced-order Wiener filter

W, £ R,, B, K, A" ®)
with A, = J[aj...a,] and B, = [by...b,], and
K, = diag(p1,...,pr), one can achieve optimal filtering

in the class of order-r filters in the MSE sense. What is more
important for us, when the training set is too small to accurately
estimate the covariance matrices in hand, these reduced-rank
linear predictors can exhibit improved prediction performance
on unseen data in comparison to the full-rank model [31].
This is analogous to the improved performance of PCA-based
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models in well-studied pattern recognition tasks, such as face
recognition, when only a subset of the principal directions are
retained.

III. DYNAMICS AND AUDIOVISUAL FUSION

A. Dynamically Switched Mapping for Adaptive Inversion

This framework can be extended to handle the inversion of
time-varying audiovisual parameter sequences acquired during
continuous speech. The probabilities in (1) will now concern
vector sequences. The main consideration is to find accurate ob-
servation and prior models that make the solution tractable. This
is not straightforward given the complexity of the relationship
between the acoustic and the articulatory spaces, which in gen-
eral is nonlinear and one-to-many. The multimodal character of
the time-evolving audiovisual information poses further chal-
lenges.

Intuitively, in the case of continuous speech, we expect the
linear approximation of (2) to only be valid for limited time
intervals corresponding to a specific phoneme, or even a part
of the phoneme, i.e., transition or steady state. The same holds
for the articulatory prior model, i.e., the probability distribution
of x. We thus expect that using different, phoneme-specific (or
inter-phoneme specific as in [25]) mappings and priors will be
more effective than using a global linear approximation. This re-
quires determining the switching process between these models,
essentially leading to a piecewise linear approximation of the re-
lation between the observed and the articulatory parameters.

Phoneme-dependent hidden Markov models (HMMs) may be
used for this purpose [12]. Each state corresponds to a different
prior model p(x) for the articulatory parameters and observation
model p(y|x) for the linear mapping between observed and ar-
ticulatory features. More specifically, extending the analysis of
Section II, the prior and conditional probability distributions at
state c are considered to be

pc(x) :N(X§ X, Ez,c) 9
pe(y|X) =N (¥;¥e + We(x — %), Qc) - (10)

Then (e.g., see [32, Sec. 2.3.3]) the corresponding marginal dis-
tribution for y is

Pe(y) = N(¥;5er By.e) (11)

with 3, . = WCZLCWCT + @, and the conditional distribution
for x given y is

pe(x]y) =N (x:%., X5 ) with (12)
Xe =Yse (BreXe + WIQT (Y —ye + Wex,)) (13)
Yo =Soe + WIQ W (14)

Note that (13) is the multiple-model generalization of the esti-
mator in (3). In this setting, to determine the switching process
between the separate models M. = {W.,Q.,X¢,¥¢, Zu,c}
(one for each state), inversion requires finding the optimal state

sequence c* given the observations (sequences ) of audio, vi-
sual, or audiovisual features)

¢ = argmgxP(Mc). (15)
Given (11), this can be achieved using the Viterbi algorithm, as
with conventional HMMs [12]. For each state-aligned observa-
tion vector, the corresponding articulatory vector is then esti-
mated using the state-specific estimator of (13). To impose con-
tinuity to the estimated articulatory trajectories, one may apply
a postprocessing stage as in [12] using the derivatives of the
observations and the articulatory parameters or utilize a more
sophisticated prior state-space model in a combined HMM and
Kalman filtering approach [33].

The HMM state prior and transition probabilities, as well
as the state-specific means and variances {y.,>, .} corre-
sponding to the observations y are trainable in the conventional
way by likelihood maximization via the expectation-max-
imization (EM) algorithm [12]. Given the final occupation
probabilities ~y;(c), each being the probability of y; being in
state ¢ at time ¢ and estimated using the forward-backward
procedure [34], we have

%, = 2 ()Xt
D S
Yo = Do ve(e) (ke — %) (%4

22 7e(e)

where x; is the articulatory parameter vector at time ¢. To find
W. we have to solve the equations [12]

(16)

_ i()T

7)

> n@lye = 5e) = Welxi = %) (e = %)T =0 (18)

which are identical to the equations derived when solving the
weighted least squares regression problem where x; and y; are
weighted by ,(c)'/? [35]. We estimate W, by CCA as de-
scribed in Section II-B using exactly these weighted versions of
the data. The optimal CCA model rank is determined via cross
validation as further discussed in Section V. Finally, for Q. we
have

T
Q.= IVRECETS where €, = y; —y. — We(x: —X¢). (19)

22 7(c)

B. Audiovisual Fusion for Inversion

Identification of the hidden speech dynamics and recovery of
the underlying articulatory properties can significantly benefit
from the appropriate introduction of visual information in the
proposed scheme. The audio and visual mapping switching pro-
cesses can interact at various synchronization levels. We have
investigated various audiovisual fusion alternatives.

1) Synchronous Case (Multistream HMMs): The fully syn-
chronized scenario is based on the assumption that articulatory
variations are simultaneously reflected on the two modalities.
The shared dynamics are efficiently represented by means of
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multistream HMMs. Such models have been widely and suc-
cessfully applied for audiovisual speech recognition [26], [36].
Joint state alignment is feasible via proper application of the
Viterbi algorithm. Essentially, the audio and visual cues form
two streams y, and Yy, thus allowing separate weighting at
the scoring phase of the alignment process. In this way, the in-
volvement of each stream in alignment is independently control-
lable, which is not the case for the simple HMMs. The modified
class-score is

b(y|c) X N(Ya; ya,m Ea,c)waN(YV; yv,u Ev,c)wV (20)
where c is the common state for both streams and the weights w,,
and wy sum to one. Though this approach provides a straightfor-
ward way to integrate the two modalities, it can be quite restric-
tive as far as synchronization is concerned. More flexible hidden
Markov model variants such as Product-HMMs [37] could par-
tially alleviate this problem.

2) Asynchronous Case (Late Fusion): At the other extreme,
the audio-articulatory and visual-articulatory dynamics can be
modeled in a fully asynchronous way. They are assumed to be
governed by separate switching processes and different HMMs
are used for each stream. Integration of the complementary in-
formation is then achieved at a late stage, after both observation
streams have been independently inverted to articulatory param-
eter trajectories. Taking advantage of the resulting flexibility,
more representative and accurate stream models can be consid-
ered, e.g., viseme-based HMMs for the face and phoneme-based
ones for speech acoustic information. Visemes correspond to
groups of phonemes that are visually indistinguishable from
each other and constitute more natural constituent units for vi-
sual speech [1]. For example, the viseme P corresponds to the
group of phonemes /p/, /b/, /m/. This scheme is partially lim-
ited in the sense that it does not exploit interrelations between
the streams to determine the underlying composite articulatory
state sequence. However, it offers modeling flexibility and does
not require any prior knowledge or assumption related to the
synchronization of the involved modalities.

Given the composite hidden state ¢ = {ca, ¢y}, i.e., the
switching sequence that determines the applied piecewise au-
diovisual-to-articulatory mapping, the audio and visual streams
contribute to the inversion process weighted by their relative re-
liability. This is achieved both in the synchronous, i.e., ¢, = ¢y,
and in the asynchronous cases. Assuming independence of the
single-stream measurement errors, the compound audiovisual
articulatory configuration estimate is

)A(c = Efc(zziic + W,-;I:CGQ;iH (Ya - ya,c + Wa,cn)_(c)
+ W\,/I:cv Qx_év (YV - yv,c + Wv,c\, ic)) (21)

where E;i =YL+ W QI Wa, + W], Q7L We .,
gives the uncertainty 7. of the fused inversion estimate,
comprising prior and observation model uncertainties. Linear
models W, ., @, . in the form of (2) are estimated as described
in Section III-A, each corresponding to a different stream s.
The more accurate is a stream, i.e., with smaller error covari-
ance @, ., the more it influences the final estimate. Relaxing
the independence assumption, in the case of synchronous

fusion, we can account for correlations between the involved
streams by using a composite audiovisual linear model per state
Wav,c; Qav,c. The predicted articulation becomes

Xe =Yfe (Z;,lcxc + Waj;,cQa_vl,c(y - Y+ Wav.,CXC)) (22)

where in this case the prediction precision E;i = Z;i +
WI Qi Woay,c is derived from the prior and composite au-

av,cvav,c

diovisual observation modeling uncertainties.

IV. FACIAL ANALYSIS WITH ACTIVE APPEARANCE MODELS

We use active appearance models (AAMs) [23] of faces to
accurately track the speaker’s face and extract visual speech
features from both its shape and texture. AAMs are generative
models of object appearance and are proven particularly effec-
tive in modeling human faces for diverse applications, such as
face recognition or tracking. In the AAM scheme, an object’s
shape is modeled as a wireframe mask defined by a set of L
landmark points whose coordinates constitute a shape vector s
of length 2. We allow for deviations from the mean shape s
by letting s lie in a linear [V,,-dimensional subspace, yielding

NP
s =50+ E PiSi-
i=1

The difference of the shape s from the mean shape s, defines a
warp W (p), which is applied to bring the face exemplar on the
current image frame [ into registration with the mean face tem-
plate. After registration, the face color texture registered with
the mean face can be modeled as a weighted sum of “eigen-
faces” {4;}, i.e.,

(23)

Ny

I(W(p)) = Ag+ > _ Xid;

=1

(24)

where Ay is the mean texture of faces. Both eigenshape and
eigenface bases are learned during a training phase, using a rep-
resentative set of hand-labeled face images [23]. The training
set shapes are first aligned and then a subsequent PCA yields
the main modes of shape variation {s; }. Similarly, the leading
principal components of the training set texture vectors consti-
tute the eigenface set { A; }. The first three of them extracted by
such a procedure are depicted in Fig. 1.

Given a trained AAM, model fitting amounts to finding for
each video frame I; the parameters q; = {p:, A+ } which mini-
mize the squared texture reconstruction error I; (W (p;))— Ao —
25\21 At,iA;. We have used the efficient iterative algorithms de-
scribed in [38] to solve this nonlinear least-squares problem.
Due to the iterative nature of AAM fitting algorithms, the AAM
shape mask must be initialized not too far from the face po-
sition for successful AAM matching. To automate the AAM
mask initialization, we employ an Adaboost-based face detector
[24] to get the face position in the first frame and initialize the
AAM shape, as shown in Fig. 2(a). Then, for each subsequent
frame, we use the converged AAM shape result from the pre-
vious frame for initializing the AAM fitting procedure.

In our experiments, we use a hierarchy of two AAMs. The
first Face-AAM, see Fig. 2(b), spans the whole face and can
reliably track the speaker in long video sequences. The second
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Fig. 1. Active appearance models. Top: Mean shape s, and the first two eigen-
shapes s, and s, . Bottom: Mean texture 4, and the first two eigenfaces A, and
As.

(c) mouth ROI-AAM

(d) lips ellipsis

Fig. 2. MOCHA speaker face analysis with our AAM-based visual front-end.
(a) Automatic face detection result for AAM initialization. (b) Dots corre-
sponding to the full Face-AAM landmarks, as localized by automatic AAM
fitting. (c) Landmarks of the lip ROI-AAM. (d) Small circles are the subset of
the ROI-AAM landmarks which outline the speaker’s lips. The ellipsis shown
best fits these lip points.

Region of Interest AAM (ROI-AAM), see Fig. 2(c), spans
only the region-of-interest around the mouth and is thus more
focused to the area most informative for visual speech. Since
the ROI-AAM covers too small an area to allow for reliable
tracking, it is used only for analyzing the shape and texture of
the mouth area already localized by the Face-AAM. As final
AAM visual feature vector for speech inversion we use the
analysis parameters q; of the ROI-AAM.

Having localized key facial points with the AAM tracker,
we can further derive alternative measurements of the speaker’s
face which are simple to interpret geometrically. To demonstrate
this, we fit for each video frame an elliptical curve on the AAM

landmarks outlining the speaker’s lips using the technique of
[39], as shown in Fig. 2(d). The ellipsis’s major and minor axes
correspond to mouth width and opening, respectively.

V. EXPERIMENTS AND DISCUSSION

In our experiments, we demonstrate that the proposed ap-
proach can effectively extract and exploit visual information
from the speaker’s face along with audio to recover articula-
tion properties. Sequences of speech acoustic features and facial
features are properly combined to recover the corresponding ar-
ticulatory trajectories. These are trajectories of points on im-
portant articulators, e.g., tongue, teeth, and lips, and essentially
provide a simple way to represent the vocal tract state during
speech. To train our models we have used simultaneously ac-
quired audio, video, and electromagnetic articulography (EMA)
data. The latter comprise coordinates of coils on the articulators
as these have been tracked by special purpose equipment. Part
of the available data has been left out for evaluation.

A. Evaluation Criteria

The shape and dynamics of the predicted articulatory trajec-
tories are compared with the measured ones using two quantita-
tive criteria, i.e., the root-mean-squared (rms) error e, s and the
Pearson product-moment correlation coefficient p.;. The rms
error indicates the overall difference between the estimated and
measured trajectories, £1.7 and z1.7, respectively. For an ar-
ticulatory parameter ¢ and for duration 7" of the corresponding
trajectory, it is calculated by

1

ermslt] =

T
> (keli] = xifi])?, i=1,....n (25
t=1

=l

and provides a performance measure in the same units as the
measured trajectories, i.e., in millimeters. However, to get an
estimate that can better summarize the inversion performance
for all articulators, we use the non-dimensional mean normal-
ized rms error é,,m,s. This is defined by

_ 1 €rms|i]
€nrms = — E
n < g;
1=1

and it allows to also account for the fact that the standard devi-
ations ({0;}, i = 1,...,n) of the different articulator parame-
ters are not the same.

The mean correlation coefficient measures the degree of am-
plitude similarity and the synchrony of the trajectories and is
defined as

(26)

T
L D (xefi] = E[x[il])(x:[d] — E[x[a]])
Pzz = — Z =1 .
[ . . I . r
3 Gali) = Bixlil))?) | X (] = B[]
27)
These criteria are easy to estimate and they provide a way to
quantify the speech inversion accuracy.
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EMA Coils in the MOCHA
database
nose bridgg Midsagittal
Plane

The unlabeled coils
are on the upper
and lower incisors.

Fig. 3. On the left, a sample image of the MOCHA fsewO speaker’s face. On
the right, a figure showing the placement of the electromagnetic articulography
coils in MOCHA. The coils on the nose bridge and upper incisor are used for
head movement correction.

B. Database Description

Experiments and evaluation have been performed on the
MOCHA and QSMT databases, which contain both articula-
tory and concurrently acquired audiovisual data. The MOCHA
database [27] is a data-rich and widely used publicly avail-
able articulatory dataset, which, among others, features audio
recordings and concurrent articulatory, i.e., tongue, lip, and jaw,
movement measurements by electromagnetic articulography.
It has been collected mainly for research in speech recognition
exploiting speech production knowledge and comprises record-
ings of speakers uttering 460 British TIMIT sentences. The
EMA measurements are at 500 Hz and have been downsampled
to 60 Hz to have a common reference with the Qualisys-Move-
track (QSMT) dataset. In total, seven EMA coils are tracked;
they are glued on the upper and lower lips, on the lower incisor,
on the velum and on the tongue tip, blade, and dorsum, as
shown in Fig. 3. Two coils on the nose bridge and upper incisor
are used to correct the measurements for head movement. For
the purpose of our experiments, we have also obtained the
video footage of one speaker’s face that was recorded during
the original data acquisition process and had been so far unused.
Ours is thus the first study to exploit the visual aspect of the
MOCHA data. Currently, we have access only to the video
recordings of the female subject “fsew0,” Fig. 3.

The QSMT dataset was made available by the speech group
at the Speech, Music, and Hearing Department in KTH and
is described in detail in [28]. It contains simultaneous mea-
surements of the audio signal, tongue movements, and facial
motion during speech. In short, apart from the audio signal
which is sampled at 16 kHz and the video which is sampled at
30 fps, each frame of the dataset (at the rate of 60 fps) contains
the 3-D coordinates of 25 reflectors glued on the speaker’s
face (75-dimensional vector, tracked by a motion capture
system), as well as the 2-D mid-sagittal plane coordinates of
six EMA coils glued on the speaker’s tongue, teeth, and lips
(12-dimensional vector), comprising in total around 60000
multimodal data frames. These correspond to one repetition
of 135 symmetric VCV (Vowel-Consonant—Vowel) words, 37
CVC (Consonant—Vowel-Consonant) words, and 134 short
everyday Swedish sentences. Apart from the video recordings,
all other data are temporally aligned and transcribed at the
phoneme-level. A sample image from the dataset along with
the placement of the EMA coils are shown in Fig. 4.

upper
b[ade incisor

dorsum

lower
incisor

Fig. 4. Qualisys-movetrack database. Left: Landmarks on the speaker’s face
have been localized by active appearance modeling and are shown as black dots.
White dots are markers glued on the face and tracked during data acquisition.
Right: Dots correspond to coils on the speaker’s tongue (dorsum, blade and tip
from left to right), teeth and lips that have been tracked by electromagnetic artic-
ulography. The database also contains speech which is recorded concurrently.

The fact that the QSMT database includes the ground-truth
coordinates of exterior face markers makes it particularly inter-
esting for our purposes since this allows more easily evaluating
the quality of fit of our AAM-based automatic tracking and vi-
sual feature extraction system.

A practical issue we faced with both QSMT and MOCHA
corpora was the lack of labeling for the video data. We success-
fully resolved this problem by exploiting the already existing
transcriptions for the audio data and automatically matching the
transcribed audio data with audio tracks extracted from the un-
processed raw video files. The extracted visual features were
upsampled to 60 Hz to match the EMA frame rate. Further, syn-
chronization issues were resolved by maximizing the correla-
tion of each feature stream with the articulatory data. Correla-
tion was measured by canonical correlation analysis as proposed
in [40]. Significant global asynchrony, i.e., more than 120 ms,
was detected and corrected only between the articulatory data
and video in the QSMT dataset.

C. Experimental Setup

Experiments have been carried out on both datasets indepen-
dently. Separate models were trained on each and evaluation
was performed in parallel. For the MOCHA database, the
chosen articulatory representation comprises 14 parameters,
i.e., the coordinates of the seven EMA coils in the mid-sagittal
plane, while eight parameters are used for QSMT corresponding
to the mid-sagittal coordinates of the coils on the tongue (tip,
blade, dorsum) and the lower incisor. To avoid possible bias
in our results due to the limited amount of data, we follow
a tenfold cross validation process. The data in each case are
divided in ten distinct sets, nine of which are used for training
and the rest for testing, in rotation.

For reference, we first investigate the performance of global
linear models, as described in Section 1, to invert audio, visual,
or audiovisual speech observations and predict the trajectories
of the hidden articulatory parameters. This also allows an initial
evaluation of the advantages of linear models built using CCA.
A simple method for rank selection has been devised and is de-
scribed in Section V-D; acquired results verify that CCA-based
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Fig. 5. Recovering articulation from face expression. Generalization error of
the linear regression model versus model order for varying training set size.
Reduced-rank CCA-based modeling can effectively cope with limited data.

reduced-rank models can indeed outperform their full-rank vari-
ants especially with limited training data.

Next, by only considering single-modality-based observa-
tions, we systematically evaluate the inversion performance of
different audio and visual feature sets. Phoneme-based audio
models are built for MFCCs or LSFs, while viseme-based
models are used for the AAM-based facial feature set variants.
MFCCs with the zeroth coefficient included are shown to
outperform alternative acoustic representations while on the
visual side, inclusion of both AAM shape and texture features
proved to be the most beneficial.

Fusion of the single modalities for audiovisual-to-articula-
tory inversion is then explored with the various alternative sce-
narios of Section III-B. Late fusion is in general found to give
the best results, outperforming both single-stream HMMs and
multistream HMMs, i.e., early and intermediate fusion respec-
tively. Qualitatively interpreting the results in terms of how well
certain phonemes are inverted and how accurate is the prediction
of individual articulatory parameters appears to lead to reason-
able conclusions.

D. CCA-Based Reduced-Rank Linear Model and Rank
Selection

We demonstrate the improved performance of the reduced-
rank linear mapping, relative to the conventional multivariate
regression model. The goal of this experiment is to predict the
QSMT 12-dimensional articulatory configuration vector x (we
have used all QSMT EMA coordinates in this experiment) from
the corresponding ground-truth 75 facial marker coordinates y-
available in QSMT, by means of a globally linear model. We
have split the dataset into training and testing parts; we estimate
second-order statistics on the training set and compute from
them either the linear regression matrix W or its reduced-order
variants W,.,r = 1,...,12, from (4) and (8), respectively. Note
that for this dataset W = W, with k = 12.

Fig. 5 depicts the prediction error of the model when com-
puting articulation x from the face expression y, for varying
order r; each plot corresponds to a different training set size
N = 1000, 5000,50000 samples. We observe that for small
training set sizes, N = 1000, 5000, the reduced-order models
W, with r = 5 or 6 generalize better than the full-rank model
with W = Wjs. Even for the case of the big training set with
N = 50000 samples, although then the full-order model per-
forms best, reduced rank models with » > 7 perform almost
as well. These results suggest integrating the CCA-based re-
duced-rank approach with the HMM-based system described in
Section III, which incorporates individual regressors for each

Inversion Performance of Acoustic Feature Sets, MOCHA Inversion Performance of Visual Feature Sets, MOCHA
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Fig.6. MOCHA database: Single modality inversion performance in MOCHA.
Alternative audio/visual only representations are compared with respect to the
correlation coefficient. Left: Audio only inversion using MFCCs or LSFs. Right:
Visual-only inversion using various AAM-based feature sets.

HMM-state, and thus the effective training data corresponding
to each model are very few.

Automatic model rank selection is addressed via cross vali-
dation. To find the optimal rank, we divide the model training
data into two sets and try to predict the smaller set using a
model trained on the other one for various ranks. This is re-
peated for every validation fold. The rank giving the minimum
squared error is chosen and the final model is trained using the
full training set.

E. Single Modality Inversion Experiments

We discuss next our experiments to recover articulation from
either acoustic or visual only information. As far as the audio
speech signal is concerned, we have experimented with two
basic acoustic parameterizations, i.e., MFCCs as given in [41]
and LSFs [42]. Both feature sets have been shown to perform
similarly in acoustic-to-articulatory inversion using neural net-
works [43]. In our case, they are extracted from 30-ms-long, pre-
emphasized (coefficient: 0.97) and Hamming windowed frames
of the signal, at 60 Hz, to match the frame rate at which the
QSMT visual and EMA data are recorded. For the MFCCs, 24
filters are applied while for the LSFs the number of coefficients
used matches the corresponding linear prediction coding (LPC)
analysis order. We have investigated the importance of the total
number of extracted features (from 12 to 22) as well as the im-
portance of the inclusion of the zeroth MFCC coefficient. Since
in our experiments we have used phoneme HMMs with diag-
onal observation covariance matrices ¥, . we have also tried to
assess the effect of principal component analysis (PCA) on the
LSFs, which are not in general expected to have a nearly di-
agonal covariance, as is the case with the MFCCs. In Fig. 6(a)
indicative results are given for the MOCHA database. In both
databases, the conclusions are similar; MFCCs perform better
than LSFs in our setup even when the performance of the latter
is slightly improved by PCA. Further, the inclusion of the ze-
roth MFCC coefficient is advantageous while 18 is found to be
a quite satisfactory choice for the number of cepstral coefficients
to retain.

For the audio models, we found that two-state left-right
phoneme-based HMMs perform the best in the described
audio-to-articulatory inversion setup and probably biphone
models could have performed even better, provided that suffi-
cient training data were available [12]. In MOCHA, 46 models
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TABLE I
VISEME CLASSES AS DETERMINED IN THE MOCHA DATABASE FOLLOWING
A DATA-DRIVEN BOTTOM-UP CLUSTERING APPROACH. THE PHONETIC
SYMBOLS AND CORRESPONDING EXAMPLES USED ARE AS FOUND
IN THE MOCHA PHONETIC TRANSCRIPTIONS

Viseme Phonemes Word Examples from MOCHA
1 zh, sh, jh, ch pleasure, education, geological, porch
V2 uh, uu, ow lunch, too, found
v3 i@, ii, iy year, peel, barely,
o a, ai, e, ei, eir, h Nancy, pie, elderly, day, where, her
Vs b, m, p obtain, more, public
V6 dh, th the, wealth
U7 f, v for, live

Vs k, breath, g, i, n, ng | cream, good, Acropolis, hand, mango

Vg d, s, sil, t, z wild, seldom, to, is
V10 @,y was, lily, why

V11 @@, aa were, arm

V12 0, oi, ou, u often, enjoy, do, would
V13 00, W all, why

V14 T rabbits

are trained in total, i.e., 44 for the phonemes and 2 for breath
and silence, while in QSMT 52 models are trained for the 51
phonemes and silence that appear in the phonetic transcriptions
of the data. For the visual-to-articulatory inversion, however,
improved performance can be achieved if we use viseme-based
HMMs instead. Though several viseme sets have been pro-
posed for the TIMIT (MOCHA) phone-set, we considered that
a data-driven determination of the viseme classes would be
more appropriate [44]. Starting from individual phoneme-based
clusters (as these are determined by phonetic transcriptions) of
the visual data, we followed a bottom up clustering approach
to finally define 14 visemes in MOCHA and 34 in QSMT.
Viseme classes for the MOCHA database are given in Table I
and clustering results appear to be quite intuitive in most cases.

To build the linear observation-articulatory mappings at
each state, we have applied canonical correlation analysis as
described in Section II-B and further detailed in Section V-D.
In this process, insufficient available data may lead to improper
canonical correlation coefficients, namely first coefficient equal
to unity [45], or degenerate estimates of the model error co-
variance. To cope with this, we cluster the problematic model
with the closest one (with respect to the Euclidean distance)
and reestimate.

In this setup, to explore the performance of different visual
representations, we have experimented with the nature of the
AAM-based facial features used for inversion. The number of
AAM shape features, 12 for MOCHA, 9 for QSMT, and AAM
texture features, 27 for MOCHA and 24 for QSMT, corresponds
to 95% of the observed variance in the facial data in each data-
base. Shape alternatively is compactly described by the set of
ellipsis-based geometric features derived from the AAM, as de-
scribed in Section I'V. Interestingly, this representation also ap-
pears to be effective, although not as effective as the original
AAM shape feature vector. Inversion results for different sce-
narios are summarized in Fig. 6(b) for MOCHA. Overall we
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for comparison.
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inal and predicted articulatory trajectories for increasing number of HMM states
using facial information only (via AAM features or ground truth facial markers),
audio only (via MFCCs) and both. The global linear model performance is also
given for comparison.

find that the concatenation of AAM shape and texture features
performs the best.

F. Audiovisual-to-Articulatory Inversion Experiments

For audiovisual inversion, we first experiment with early fu-
sion of the audio and visual feature sets. Corresponding fea-
ture vectors are concatenated at every time instance to form a
single audiovisual feature vector and single stream phoneme
HMMs are trained to determine linear model switching. Results
are summarized in Figs. 7 and 8 for MOCHA and QSMT, re-
spectively, for a global linear model and increasing number of
HMM states. Error bars represent the standard deviation of the
corresponding correlation coefficient or normalized error esti-
mates, as these are given by cross validation. Visual and audio
only inversion results are also included for comparison. In both
datasets, integration of the two modalities is clearly beneficial.
In QSMT, for which reference facial data are available, the au-
diovisual based inversion is almost as good as the inversion
based on the fused audio and ground-truth facial markers. Fur-
ther, measurement of the AAM features is much more practical
since it does not require any special or inconvenient acquisition
setup but only frontal view video of the speaker’s face.

Results are improved when intermediate fusion is adopted,
i.e., when multi- instead of single-stream HMMs are used.
In Fig. 9, the best intermediate fusion results are shown for
MOCHA, acquired when two-state multistream HMMs are
used. The stream weights are applied for the determination of
the optimal HMM state sequence via the Viterbi algorithm,
as explained in Section III-B. Determination of this sequence
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Audiovisual Inversion, Fusion Results, MOCHA
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Fig. 9. MOCHA database: The best results for each inversion scenario are
given, namely two-state audio HMMs, three-state visual HMMs, one-state
single-stream audiovisual HMM, one-state audiovisual MS-HMM and the best
performing 2+3-state audiovisual late fusion.

is actually an alignment and not a recognition process, as we
consider that the phonemic content of each utterance is known.
We have found that the performance is optimal in case the
alignment is performed using only the audio features, that is
by assigning a zero stream weight to the visual stream. This
observation is in accordance with similar experience in audiovi-
sual speech recognition for audio noise-free experiments [26].
In our audiovisual-to-articulatory inversion setup it appears
that in the absence of audio noise, the audio stream should be
trusted for alignment but, given the optimal state alignment,
the contribution of the visual modality in inversion is very
important in any case.

Performance gets even better if we consider the two streams
to be asynchronous and model them separately, i.e., using
two-state phoneme HMMs for audio and three-state viseme
HMMs for the visual modality. Final articulatory trajectories’
estimates are then obtained by late fusion with (21), as described
in Section III-B. This is actually the best performing scenario
as is shown in Fig. 9. The effectiveness of the asynchronous
model should be attributed to its flexibility in selecting for
each modality the optimal HMM topology and hidden state
representation (phoneme/viseme sets). Similar conclusions,
only with larger uncertainty due to the small size of the dataset,
can be drawn for the QSMT database as well.

For the MOCHA database, in Fig. 10 we show the articula-
tors for which audiovisual inversion using late fusion is most
successful. Both the rms error, to also give a feeling of the per-
formance in physical units (mm), and its normalized version are
depicted. As expected, prediction of lip movements is signif-
icantly improved, compared to the audio-only inversion case.
In general, relative improvement is bigger for the recovery of
y-coordinates, which is expected since a 2-D frontal view of
the face is quite hard to give information on the z-coordinate
movements which are only indirectly “seen”. This observation
can explain for example why the movement of “lower incisor
x” is relatively not so accurately recovered. Interestingly, there
are improvements in the prediction of the tongue movements as
well.

Artlculatory Prediction, MOCHA database
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Fig. 10. MOCHA database: RMS prediction error and its normalized version
for tracked points in the vocal tract, using audio-only or audiovisual information.
The results correspond to the best setup for both observation scenarios. We use
two-state HMMs for audio and we integrate them with three-state visual HMMs
in late fusion.
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that have been inverted with minimum error. Results for both the audio-only and
audiovisual inversion scenarios are depicted. Again, two-state HMMs are used
for audio and 2 + 3-state HMMs in late fusion.

These observations could possibly justify the improvements
in inversion when viewed in terms of phonemes as in Fig. 11.
The rms error for the 20 best audiovisually inverted phonemes
is depicted. The relative improvement is also given.

A qualitative example of the predicted trajectories for the
midsagittal y-coordinates of the upper lip and tongue tip against
the measured ones is shown in Fig. 12 for a MOCHA utterance.
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Fig. 12. Upper lip and tongue tip y-coordinates as measured with EMA and
predicted from audio only and audiovisual observations of an example MOCHA
utterance.

The audiovisual estimator more accurately follows the articula-
tory trajectories.

VI. CONCLUSION

We have presented a framework based on hidden Markov
models and canonical correlation analysis to perform audio-
visual-to-articulatory speech inversion. Experiments have been
carried out in the MOCHA and QSMT databases to recover ar-
ticulatory information from speech acoustics and visual infor-
mation. Facial analysis is performed by means of active appear-
ance modeling. In this way, it is possible to use visual informa-
tion without a special motion capturing setup, that would require
for example gluing markers on the speaker’s face. Experiments
regarding modeling and fusion schemes show that modeling the
visual stream at the viseme level may improve performance and
that the intermediate and late fusion schemes are better suited
to audiovisual speech inversion than the early/feature fusion ap-
proach.
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